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FEATURE DESIGN AND LEXICON REDUCTION FOR EFFICIENT OFFLINE HANDWRITING RECOGNITION

Youssouf CHHERAWALA

ABSTRACT

This thesis establishes a pattern recognition framework for offline word recognition systems. It focuses on the image level features because they greatly influence the recognition performance. In particular, we consider two complementary aspects of prominent features impact: lexicon reduction and the actual recognition. The first aspect, lexicon reduction, consists in the design of a weak classifier which outputs a set of candidate word hypotheses given a word image. Its main purpose is to reduce the recognition computational time while maintaining (or even improving) the recognition rate. The second aspect is the actual recognition system itself. In fact, several features exist in the literature based on different fields of research, but no consensus exists concerning the most promising ones. The goal of the proposed framework is to improve our understanding of relevant features in order to build better recognition systems. For this purpose, we addressed two specific problems: 1) feature design for lexicon reduction (application to Arabic script), and 2) feature evaluation for cursive handwriting recognition (application to Latin and Arabic scripts).

Few methods exist for lexicon reduction in Arabic script, unlike Latin script. Existing methods use salient features of Arabic words such as the number of subwords and diacritics, but totally ignore the shape of the subwords. Therefore, our first goal is to perform lexicon reduction based on subwords shape. Our approach is based on shape indexing, where the shape of a query subword is compared to a labeled database of sample subwords. For efficient comparison with a low computational overhead, we proposed the weighted topological signature vector (W-TSV) framework, where the subword shape is modeled as a weighted directed acyclic graph (DAG) from which the W-TSV vector is extracted for efficient indexing. The main contributions of this work are to extend the existing TSV framework to weighted DAG and to propose a shape indexing approach for lexicon reduction. Good performance for lexicon reduction is achieved for Arabic subwords. Nevertheless, the performance remains modest for Arabic words.

Considering the results of our first work on Arabic lexicon reduction, we propose to build a new index for better performance at the word level. The subword shape and the number of subwords and diacritics are all important components of Arabic word shape. We therefore propose the Arabic word descriptor (AWD) which integrates all the aforementioned components. It is built in two steps. First, a structural descriptor (SD) is computed for each connected component (CC) of the word image. It describes the CC shape using the bag-of-words model, where each visual word represents a different local shape structure. Then, the AWD is formed by concatenating the SDs using an efficient heuristic, implicitly discriminating between subwords and diacritics. In the context of lexicon reduction, the AWD is used to index a reference database. The main contribution of this work is the design of the AWD, which integrates low-level cues (subword shape structure) and symbolic information (subword counts and diacritics).
into a single descriptor. The proposed method has a low computational overhead, it is simple to implement and it provides state-of-the-art performance for lexicon reduction on two Arabic databases, namely the Ibn Sina database of subwords and the IFN/ENIT database of words.

The last part of this thesis focuses on features for word recognition. A large body of features exist in the literature, each of them being motivated by different fields, such as pattern recognition, computer vision or machine learning. Identifying the most promising approaches would improve the design of the next generation of features. Nevertheless, because they are based on different concepts, it is difficult to compare them on a theoretical ground and efficient empirical tools are needed. Therefore, the last objective of the thesis is to provide a method for feature evaluation that assesses the strength and complementarity of existing features. A combination scheme has been designed for this purpose, in which each feature is evaluated through a reference recognition system, based on recurrent neural networks. More precisely, each feature is represented by an agent, which is an instance of the recognition system trained with that feature. The decisions of all the agents are combined using a weighted vote. The weights are jointly optimized during a training phase in order to increase the weighted vote of the true word label. Therefore, they reflect the strength and complementarity of the agents and their features for the given task. Finally, they are converted into a numerical score assigned to each feature, which is easy to interpret under this combination model. To the best of our knowledge, this is the first feature evaluation method able to quantify the importance of each feature, instead of providing a ranking based on the recognition rate. Five state-of-the-art features have been tested, and our results provide interesting insight for future feature design.

**Keywords:** Handwriting recognition, Lexicon reduction, Feature design, Feature evaluation, Shape descriptor, Graph indexing, Hidden Markov model, Recurrent neural network, Arabic script, Latin script, IFN/ENIT, Ibn Sina, RIMES
CONCEPTION DE CARACTÉRISTIQUES ET RÉDUCTION DU LEXIQUE POUR LA RECONNAISSANCE DE L'ÉCRITURE MANUSCRITE HORS-LIGNE

Youssouf CHHERAWALA

RÉSUMÉ

Cette thèse établit un cadre de travail de reconnaissance de formes pour les systèmes de reconnaissance de mots hors-ligne. Elle se concentre sur les caractéristiques de l’image, car elles ont une grande influence sur les performances de reconnaissance. En particulier, nous considérons deux aspects complémentaires de l’impact des caractéristiques: la réduction du lexique et la reconnaissance elle-même. Le premier aspect, la réduction du lexique, consiste à concevoir un classifieur faible qui fournit en sortie un ensemble d’hypothèses de mots à partir d’une image de mot. Son objectif principal est de réduire le temps de calcul de la reconnaissance tout en maintenant (voire améliorant) le taux de reconnaissance. Le deuxième aspect est le système de reconnaissance proprement dit. Plusieurs caractéristiques existent dans la littérature, issues de différents domaines de recherche, mais il n’existe pas de consensus sur les pistes les plus prometteuses. L’objectif de cette thèse est d’améliorer notre compréhension des caractéristiques pertinentes pour construire des systèmes de reconnaissance encore plus performants. À cette fin, nous avons abordé deux problèmes spécifiques: 1) la conception de caractéristiques pour la réduction du lexique (appliquée à l’écriture arabe), et 2) l’évaluation de caractéristiques pour la reconnaissance de l’écriture manuscrite cursive (appliquée à l’écriture latine et arabe).

Contrairement à l’écriture latine, la problématique de réduction du lexique est peu abordée pour l’écriture arabe. Les méthodes existantes utilisent certaines caractéristiques fondamentales des mots arabes telles que le nombre de sous-mots et les signes diacritiques, mais ignorent totalement la forme des sous-mots. Par conséquent, notre premier objectif est de créer une méthode de réduction du lexique basée sur la forme des sous-mots. Notre approche utilise l’indexation de formes, où la forme d’un sous-mot requête est comparée à une base de données étiquetée de sous-mots échantillons. Pour une comparaison efficace avec un faible temps de calcul, nous avons proposé le vecteur de signature topologique pondéré (W-TSV), où la forme du sous-mot est modélisée par un graphe acyclique orienté (DAG) pondéré, à partir duquel le vecteur W-TSV est extrait pour l’indexation. La principale contribution de ce travail est d’élargir le cadre existant du vecteur de signature topologique (TSV) aux DAGs pondérés et de proposer une approche d’indexation de formes pour la réduction du lexique. Cette approche est performante pour la réduction d’un lexique composé de sous-mots arabes. Néanmoins, ses performances restent modestes pour les mots arabes.

Compte tenu des résultats de notre premier travail sur la réduction du lexique de mots arabe, nous proposons de construire un nouvel index pour de meilleures performances au niveau du mot. La forme des sous-mots, ainsi que leur nombre et celui des signes diacritiques sont des éléments importants de la forme du mot arabe. Nous proposons donc le descripteur de mot arabe (AWD) qui intègre toutes les composantes mentionnées ci-dessus. Il est construit en deux étapes. Tout d’abord, un descripteur de structure (SD) est calculé pour chaque com-
posante connexe (CC) d’une image de mots. Il décrit la forme de la CC en utilisant le modèle de sac-de-mots, où chaque mot visuel représente une structure locale particulière. Ensuite, l’AWD est formé par la concaténation des SDs en utilisant une heuristique efficace, qui différencie implicitement les sous-mots des signes diacritiques. Dans le contexte de la réduction du lexique, l’AWD est utilisé pour indexer une base de données référence. La principale contribution de ce travail est la conception de l’AWD, qui intègre les caractéristiques de bas niveau (structure de la forme du sous-mot) et les informations symboliques (nombre de sous-mots et de signes diacritiques) en un seul descripteur. La méthode proposée possède un faible temps de calcul et elle est facile à implémenter. Elle fournit de meilleures performances pour la réduction du lexique sur deux bases de données d’écriture arabe, à savoir la base de données de sous-mots Ibn Sina et la base de données de mots IFN/ENIT.

La dernière partie de cette thèse se concentre sur les caractéristiques visuelles pour la reconnaissance de mots. Un grand nombre de caractéristiques existent dans la littérature, chacune d’elles étant motivées par différents domaines, tels que la reconnaissance des formes, la vision par ordinateur ou l’apprentissage machine. Identifier les approches les plus prometteuses servirait à améliorer la conception de la prochaine génération de caractéristiques. Néanmoins, comme elles sont fondées sur des concepts différents, il est difficile de les comparer de manière théorique, des outils empiriques sont donc nécessaires. Par conséquent, le dernier objectif de la thèse est de fournir une méthode d’évaluation de caractéristiques en fonction de leur force et complémentarité. Un modèle de combinaison a été conçu à cet effet, dans lequel chaque caractéristique est évaluée au travers d’un système référence de reconnaissance, basée sur les réseaux de neurones récurrents. Plus précisément, chaque caractéristique est représentée par un agent, qui est une instance du système de reconnaissance entraînée à partir de cette caractéristique. Les décisions de tous les agents sont combinées en utilisant un vote pondéré. Les poids sont optimisés conjointement au cours d’une phase d’entraînement, afin d’augmenter le vote pondéré de la véritable étiquette de chaque mot. Par conséquent, les poids reflètent la force et la complémentarité des agents et de leurs caractéristiques pour la tâche donnée. Enfin, les poids sont convertis en scores numériques attribués aux caractéristiques, qui sont faciles à interpréter sous ce modèle de combinaison. Au meilleur de notre connaissance, c’est la première méthode d’évaluation de caractéristiques capable de quantifier l’importance de chaque caractéristique, au lieu d’établir un classement basé sur le taux de reconnaissance. Cinq caractéristiques de l’état de l’art ont été testées et nos résultats offrent une perspective intéressante pour la conception de futures caractéristiques.

Mot-clés : Reconnaissance de l’écriture manuscrite, Réduction du lexique, Conception de caractéristiques, Évaluation de caractéristiques, Descripteur de formes, Indexation de graphes, Modèle de Markov caché, Réseaux neuronaux récurrents, Écriture arabes, Écriture latine, IFN/ENIT, Ibn Sina, RIMES
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INTRODUCTION

0.1 Handwriting recognition for paper-based documents

Since its invention, paper has been used by man as a medium to convey information or messages. Since antiquity, messengers have carried paper-based messages over long distances to deliver the message. Then, with the progress of printing, billboards were introduced in cities, gradually replacing town criers who were in charge of making public announcements in the streets. Nowadays paper-based documents are ubiquitous in our society. In personal life, we receive mails, advertisement and news on paper. In companies, paper is the most prominent way to share and transfer information, for example through mails or forms. The processing of all the information requires many resources. In order to improve efficiency and reduce cost, handwriting recognition systems have been designed for specific applications such as postal address reading on mails and legal amount (amount written in words) and courtesy amount (amount written in numeral) reading on bank checks.

A second purpose of paper-based document has been to archive information. For a long time, the easiest way to save a piece of information has been to write it on paper. Libraries contain a large amount of knowledge in the form of books that people can consult. Most of the historical books are handwritten, while modern books are printed. In order to provide large access to their collection, libraries use powerful cataloging tools. Each document is described by a metadata file, which contains a set of fields as a global description of the document. However, most of the ancient documents are not indexed, so there is no metadata file and they are not reachable through search. Ideally, each document should be carefully annotated in order to allow an efficient browsing. Since manual annotation is very costly due to the length of the task and the large amount of documents to be processed, handwriting recognition systems are needed in an archiving context to provide access to historical documents.

Nowadays, with the popularization of computers, we observe a switch from paper-based documents to electronic documents. As electronic documents are born-digital, they have the obvious advantage to contain textual information in digital format, which can be easily processed.
by computers. Paper is still widely used due to its convenience and our society’s past habits. Regardless of this, the importance of handwriting recognition systems will decrease in many traditional areas, due to electronic payments or electronic forms. One promising area is the document dematerialization, where the paper-based document will be transformed into a complete, digital document, in which the textual content is embedded similarly to born-digital documents. This implies a complete analysis of the textual content of the document, and again, handwriting recognition is at the heart of the process. Document materialization is particularly suited for ancient documents, because their physical support suffers from aging, unlike digital documents, and because searching by keyword would render the document available.

In this thesis, we focus on the task of handwriting recognition. It is at the heart of all the applications aforementioned, namely automated document processing, automated document indexing and document dematerialization. Handwriting recognition systems involve several steps (Figure 0.1). First, the paper document is scanned, after which a copy of the document is obtained as a digital image. Then, a layout analysis is performed in order to identify the text portions of the document. Finally, the handwriting recognition engine is applied on the text portions and the recognized text is obtained as a sequence of characters.

0.2 Document scripts

We focus in this thesis on Latin and Arabic script based documents, because both scripts possess a large amount of historical books that would benefit from dematerialization, but also because academic research is particularly active for these two scripts. We briefly introduce here the Arabic script. Unlike Latin script, it is written from right to left, and the alphabet is composed of 28 letters instead of 26 (Figure 0.2). The shape of the letters is dependent on their position in the word, and is usually different if they are at the beginning, middle, or end of a word. Six letters (‘‘, ‘D’, ‘D’ , ‘R’, ‘Z’, and ‘W’) can be connected only if they appear in a final position; if they appear in initial or medial position, a space is inserted after them and the word is broken into subwords. Several letters share the same base shape and are only distinguishable by diacritics in the form of one, two, or three dots appearing above or below the shape. The features of Arabic words are illustrated in Figure 0.3.
Automatic word recognition is a complex process, as it involves several aspects and challenges. One particular aspect of interest is the visual features. Visual features are extracted from the document image and fed to the recognition system. Such an approach provides a better performance than directly using the image raw pixels. Therefore, they constitute an important component of recognition systems and have a great impact of their performance. In order to build the best recognition system, it is necessary to use the best features. This opens up the main question of this thesis, **what are the relevant features for handwriting recognition system**?

---

1Sample document image reproduced from http://www.loc.gov/loc/lcib/0903/detail/legacy04.html
tems? To motivate the importance of this question and for a better understanding of the overall recognition process, we detail in the next section some of the main challenges of handwriting recognition, with a focus on visual appearance.

<table>
<thead>
<tr>
<th>ﻭ ﺟ ﺔ ﺢ</th>
<th>ﺚ ﺛ ﺜ ﺝ ﺓ ﺛ</th>
<th>ﺛ ﺜ ﺝ ﺓ ﺚ</th>
<th>ﺢ ﺔ ﺙ ﺚ</th>
<th>ﺜ ﺛ ﺟ</th>
</tr>
</thead>
<tbody>
<tr>
<td>ﺝ ﺪ ﺐ ﺗ ﺝ ﺜ</td>
<td>ﺞ ﺜ ﺘ ﺢ</td>
<td>ﺡ ﺠ ﺢ</td>
<td>ﺖ ﺡ</td>
<td>ﺘ</td>
</tr>
</tbody>
</table>

Figure 0.2 Arabic letters with their ISO 233 transliteration.

Figure 0.3 An Arabic word with its subwords (solid lines) and diacritics (dashed lines).

0.3 Problem statement

Automated handwriting recognition is a very challenging problem, which is yet to be solved. The difficulties are related to two distinct sources. The first is related to the visual appearance of the document text. It is influenced directly by the handwriting of the writer, as well as the paper
appearance. This class of problem makes handwriting recognition challenging for automated systems as well as for humans. The second is related to the simulation of the complex process occurring in our brains during handwriting recognition. This process is not yet well understood; therefore, it is very difficult to simulate it.

### 0.3.1 Text visual appearance

**a. Handwriting variability:** The handwritten word recognition problem is very challenging because of the high variability of the handwriting process. This problem can be summarized as follows, no two people have similar handwriting, and a single person cannot write twice exactly the same way. It means that the variability in the writing of a word is high between different individuals, but also non-negligible for a single individual. This variability has many origins. People may write using different scaling (small or big writing), or with slants; such variations can be categorized as affine transforms (Schomaker, 1998). Moreover, people may write using different cursive styles, where they use alternative shapes to write characters; this is also known as allographic variation (Schomaker, 1998). The variability also depends on the psychological state of the writer. Some illustrative cases are shown in Figure 0.4.

**b. Document degradation:** Documents suffer from various forms of degradation during their lifetime, most often due to age and bad maintenance. Over a period of time, the color of the paper changes, and the ink diffuses in the paper. Documents also suffer from physical damage, such as loss of page fragment, shears and stain. Physical degradation is particularly noticeable in ancient documents (Figure 0.5). Finally, during the digitalization of the document, some new degradation appears in the images, as the bleed-through effect (the verso of the document is visible) and deformations when a hardcover document page cannot properly be flattened.

**c. Document background:** Often writing papers or forms come with printed ruling lines to help the writer keep his baseline straight and to guide his writing into given portions of the page. It is common practice to remove such lines from the document image before the recognition, in order to prevent any interference with the text strokes. Certain types of documents, such as forms or bank checks, can be personalized with logos or various patterns or images as
Figure 0.4  Source of variations in handwriting. (a) Affine transforms. (b) Allographic variation.
Images reproduced from Schomaker (1998), © 1998 IEEE.

Figure 0.5  Historical documents with physical degradations.
Reprinted from Leydier et al. (2009), with permission from Elsevier.
background. In such cases, the background is more complex than simple vertical and horizontal lines and its removal requires specific algorithms. Examples of such documents are shown in Figure 0.6.

![Documents with background. (a) Ruled paper. (b) Graph paper. (c) Check with complex background.](http://eaptips.wikidot.com/using-checks)

### 0.3.2 Simulating the human reading process

**a. Reading process:** Words are spelled and written as a sequence of characters. Reading a written word therefore requires implicitly to recognize a sequence of characters. This is a very challenging task, specifically in cursive handwriting where the characters of a given word are connected to each other. To recognize a word, each character must be first isolated and recognized before recognizing the whole word. Nevertheless, accurate character isolation and recognition are possible only if the word is already known. This phenomenon is known as Sayre’s paradox (Sayre, 1973). The task of reading therefore implies joint recognition at the word and character level. The set of word candidates considered during the recognition is called a *lexicon*. It is often context dependent, which makes the recognition easier. For example, if we are reading a medical prescription, we will be implicitly looking for medical words, and if we are reading a mail address, our lexicon will be made of street and city names. Finally, when the document to read is a full text, the language grammar, which includes the syntax and semantics,
also guides the reading process; for example it allows us to detect mistakes if any. Therefore, many levels of formal knowledge are involved for successful handwriting recognition, namely the alphabet, the lexicon, and the language grammar (Figure 0.7). However, the actual human reading process is not yet understood; that is we do not know exactly how these sources of knowledge are combined. Several reading models exist in the literature, but they are still debated and under progress (Côté et al., 1998). Therefore, simulating the task of reading with a computer is very challenging.

Figure 0.7 Formal knowledge involved during human reading.

b. Visual features for recognition: Visual features are extracted from the document image in order to improve the robustness to the handwriting variability such as geometrical deformation of the character shape and to binarization artifacts. They also provide a layer of abstraction from the image pixels toward the word symbolic character string. Nevertheless, the design of such features is difficult because of the lack of explicit knowledge. People are taught to recognize characters from a limited number of well-defined samples. Then, they generalize their knowledge to real world handwriting independently, based on their personal experience. This implicit knowledge must be explicitly defined as features. Features can be classified into low-level and high-level features, depending on their level of abstraction. Both have their
advantages and disadvantages. Low-level features are often based on local geometry and local gradient orientation, while high-level features are based on symbolic features, such as the presence of ascenders, descenders, dots or loop (Cheriet and Suen, 1993). Unlike low-level features, high-level features are easily explainable with characters, for example the presence of a descender can be related to the characters ‘g’, ‘p’, or ‘q’ among others. However, they are harder to extract than low-level features and therefore less robust. For example, a writer could leave the loop of the character ‘o’ open, leaving the application of the strict definition of a loop useless for the extraction purpose. Such cases are illustrated on sample handwritten digits from the MNIST database in Figure 0.8. Another issue with features is their evaluation. Because the definition of relevant features is based on implicit knowledge, it is not possible to directly compare features. Therefore, the relevance of features is evaluated indirectly, through the empirical performance of the recognition system. Finally, the choice of visual feature for handwriting recognition still remains an open question since consensus on which feature to use has not yet been reached. This is demonstrated by the large number of features proposed in the literature.

0.4 Contributions

Past research on handwriting recognition has established a framework for automatic recognition. A critical aspect is the description of the visual shape of handwritten word. As seen in the previous section, the design of efficient visual feature is challenging. A large body of features are available in the literature and yet no consensus is found. The search for better and more relevant features is still an active field of research. Therefore, the purpose of this thesis is to improve our understanding of relevant features for word recognition systems (WRS). It will be done through the design of novel visual descriptors along with the evaluation of existing ones. Our research focuses on two complementary aspects of features in handwriting recognition.

First, the research will focus on the lexicon reduction (LR) problem, which quickly selects a set of candidate word hypotheses given a word image. One key aspect of LR is to efficiently extract and represent the word shape. Contribution will be made on this particular topic for
Arabic script. Indeed, current methods focus only on symbolic information (diacritics and the number of subwords) and totally ignore the subwords shape. Two novel visual descriptors are proposed, based on the subword shapes and symbolic information. It will be shown in the experimental section that there is a significant improvement of the LR performance with a simple and efficient implementation.

Secondly, the research will focus on the actual WRS. A large body of features already exist, but no tool is available to compare them, except the recognition rate. Contribution will be made by proposing a framework for feature evaluation, which assesses the strength as well as the complementarity between features. It is done by assigning a score to each feature which has a simple interpretation. The results provide interesting insights on popular features of the literature.
0.5 Context of the thesis

This section details the scientific context of this thesis. Features for handwriting recognition systems emerge from several fields of computer science, and in particular computer vision. During our research, we were interested in features used for object matching, where a query object is matched against an object database, for the purpose of recognition or retrieval. This problem is very challenging because the appearance of a 3D object in a 2D image depends on its pose. Different viewpoints can modify an object scale and orientation in the image, but also its silhouette, for example through self-occlusion. To tackle this problem, several representations have been proposed (with ad hoc matching strategies), which are invariant to scale, rotation, and translation, but also tolerant to object deformations to handle the case of non-rigid object and occlusion.

A parallel can be drawn between objects and handwritten words. Indeed, words can be considered as entities, similarly to objects. Also, handwriting variability, which is one of the main challenges of word recognition, can be related to object deformation. Therefore, object representations are of great interest for handwriting recognition. However, differences exist. Given a document image, the scale and orientation are important cues to discriminate between words, and invariance to these criteria is not suited. For example, the scale helps to differentiate between words with few and many characters, while the document orientation allows to distinguish between the characters ‘d’ and ‘p’, which are just rotated versions of the same shape.

We focused our attention on a particular object matching framework based on shape analysis, called the shock graph (Siddiqi et al., 1999). A skeletal graph, interpreted as a DAG, is formed based on a shape medial axis and its radius function. This shock graph is then used for shape matching, but the procedure is computationally expensive when matching against a large database of exemplar shapes, due to the high complexity of the matching algorithm. To alleviate this problem, a shape indexing strategy has been proposed. The DAG is modeled by a vector, based solely on its topology, called the topological signature vector, or TSV (Shok-
oufandeh et al., 2005). The database is then dynamically reduced given a query shape, by selecting the most similar database entries based on the TSV index.

This powerful combination, of a rich graphical representation with an efficient indexing scheme have a great potential for Arabic subword lexicon reduction, and it has inspired the Chapter 3 of this thesis. The original application of this framework and that of this thesis are different (object recognition vs. word recognition), therefore, two main adaptations are needed. First, the shock graph model is not efficient for Arabic subword shapes because they have a fixed thickness defined by the strokes width, leading to a constant radius function. Therefore, a new weighted DAG model has been proposed, specifically tailored for the Arabic subword structure, and encoding the shape scale in its edges. Second, the indexing framework has been extended to consider the case of weighted DAG. This new signature vector, combined with the proposed weighted DAG model, is able to discriminate subword shapes based on topology, but also based on scale. A formal analysis of the robustness to perturbation of this new signature vector compared to the original one has been proposed. Also, a fast signature computation method has been proposed, solely based on the weights of the graph and ignoring its topology.

From this starting point, the lexicon reduction methodology has been extended to the whole Arabic word, using this time the bag-of-word model. This model has been extensively used in computer vision for object retrieval, generally associated with popular local image descriptors. Finally, we investigated the question of relevant features for the actual task of handwriting recognition, considering features proposed from various fields such as pattern recognition and machine learning.

0.6 Outline of the thesis

This introductory chapter gave the general context of the thesis. Chapter 1 reviews the literature on features for lexicon reduction and handwriting recognition. The limitations of the literature are highlighted. Chapter 2 introduces the general methodology, including the objectives of the thesis based on the limitations of the state of the art. The resulting general approach for lexicon reduction in Arabic script and feature evaluation is then described. The next three chapters
present the methods and results developed in this thesis. Chapter 3 presents the first journal article. A method for lexicon reduction in Arabic script using subword shape is developed. Chapter 4 presents the second journal article. A word shape descriptor is designed for lexicon reduction in Arabic script, incorporating subword shapes and symbolic information. Chapter 5 presents the third journal article. A framework for the evaluation of features for handwriting recognition system is developed. It has been applied on both Latin and Arabic scripts. Then, Chapter 6 provides the general discussion that highlights the strengths and weaknesses of the proposed methods. Finally, the general conclusion summarizes the work accomplished and presented in this thesis and provides our recommendations and perspectives.
CHAPTER 1

LITERATURE REVIEW

In this chapter we review the relevant literature related to features used in handwritten WRS. We first provide formal descriptions of statistical word recognition systems by detailing two state-of-the-art models. It will allow us to better understand the interaction of features with WRS. Features are indeed involved for lexicon reduction if any, and at the input of the WRS. Therefore, we also review state-of-the-art methods for lexicon reduction followed by a review of the most commonly used features for handwriting recognition. Finally, we discuss the limitations of the literature.

1.1 Statistical word recognition system

State-of-the-art word recognition systems are based on a statistical framework. They model the sequential behavior of the handwriting process. More precisely, the input image is decomposed into vertical frames, then fed sequentially to the WRS. Visual features are extracted from each frame (more detail in Section 1.3). Then, the WRS selects the most probable word from the given lexicon. An overview of WRS is shown in Figure 1.1. More formally, the goal of the WRS is to find the word \( \hat{w} \) which maximize \( P(w|O) \), i.e., the probability of the word \( w \) given the input sequence of features \( O = \{o_1, o_2, \ldots, o_T\} \). This probability can be written in multiple forms using Bayes’s theorem (Eq. 1.1). In the last line, \( P(w) \) represents the prior probabilities of a given word \( w \) based on the language model. In this work, all words belonging to the lexicon are given the same probability because we are limiting ourselves to single word recognition. Optionally, a lexicon reduction module can be added, to dynamically select specific word hypotheses based on the query word image, in order to improve the recognition rate and/or the processing speed. In the following, we will detail the two most competitive models for handwriting recognition, namely the hidden Markov models (HMM), and the recurrent neural networks (RNN).
Figure 1.1 Overview of a statistical word recognition system.

\[ \hat{w} = \arg \max_w P(w|O) \]
\[ = \arg \max_w \frac{P(w) P(O|w)}{P(O)} \]
\[ = \arg \max_w P(w) P(O|w) \]  

(1.1)

1.1.1 Hidden Markov models

Hidden Markov model (HMM) is a statistical model used for sequential data (Fink, 2008). HMM has the ability to both replicate the generation process of the data and to segment it into some meaningful unit. They describe a double stochastic process. The first stage is discrete, a random variable models the state of a system through time and takes on values from a finite number of states. The probability of the future state only depends on its immediate predecessor, therefore, there is only a first order dependency. In the second stage, an emission is generated for every time step, whose probability distribution is dependent only on the current state. The model is named 'hidden' Markov model because the states are not directly observable. An overview is shown in Figure 1.2.

More formally, the parameters \( \alpha \) of an HMM are defined by the following elements:
Figure 1.2 HMM with a linear topology. Stage 1: State transition to the next state or itself, not observable. Stage 2: Observable emissions with their state dependent probability distribution.

- The number \( K \) of states of the model: \( S = \{ S_1, S_2, \ldots, S_K \} \)
- The state transition probability matrix \( A \) of dimension \( K \times K \), where \( a_{ij} \) is the transition probability from state \( S_i \) to state \( S_j \).
- Probability of the observation \( o \in \mathbb{R}^n \) knowing the state: \( b_j (o) = P(o|q_t = S_j) \), also known as the emission probability. Because of the continuous nature of the probability density function, we obtain the continuous HMM. Instead, if \( o \) would take on values from a discrete set, we would obtain the discrete HMM.
- The initial state distribution \( \pi \), where \( \pi_i \) is the initial probability of the system to be in state \( S_i \)

For the estimation of the HMM parameters, no algorithm able to find a global optimum for any criteria is known. Therefore, a particular case of the expectation-maximization (EM) technique is used to find a local optimum, namely the Baum-Welch algorithm (Baum et al., 1970). This algorithm updates the parameters \( \lambda \) into \( \hat{\lambda} \) such that the generation probability of the data given the model is improved (Eq. 1.2). The algorithm is iteratively repeated until a local optimum is found.
Once the probability distribution parameters are estimated, the HMM can be used to solve the decoding problem, in which given an observation sequence $O = \{o_1, o_2, \ldots, o_T\}$, we want to retrieve the most probable state sequence $q = \{q_1, q_2, \ldots, q_T\}$:

$$
q^* = \arg \max_q P(O, q|\lambda) \tag{1.3}
$$

The Viterbi algorithm is used for this purpose, based on the following recursion relation:

$$
V_{1,k} = P(o_1|q_1 = S_k) \cdot \pi_k \\
V_{t,k} = P(o_t|q_t = S_k) \cdot \max_{i \in \{1..K\}} a_{ik} V_{t-1,i} \tag{1.4}
$$

Where $V_{t,k}$ is the probability of the most probable state sequence responsible for the first $t$ observations. The Viterbi path can be retrieved by saving back-pointers which remember which state $i$ was used in the second equation.

HMMs are applied in two ways to handwriting recognition. The first approach is holistic, where an HMM model exists for each word of the lexicon. Due to the potentially large number of models and training data required, the holistic approach is limited to specific applications such as reading the amount on bank checks. The other approach is analytic, an HMM model is trained for each character of the alphabet, and compound word level HMMs are formed by concatenating character level HMMs. This approach is the most popular, as it solves the limitations of the holistic approach; HMM models for unseen words can be created, and sufficient data usually exists for the training of the character HMMs.
1.1.2 Recurrent neural networks

Recurrent neural network (RNN) is a class of neural network (NN) where connections between neurons form a directed cycle. This allows the model to keep a ‘memory’ of its previous state and therefore to make use of past context. This ability of the model is important for the task of handwriting recognition, where the context plays an important role. Also, as most of the neural networks, this model is discriminative, unlike standard HMMs which are generative. It therefore outperforms HMMs in many recognition applications. The current state-of-the-art method in most handwriting recognition task is based on the combination of long short-term memory (LSTM) layer (Gers et al., 2003) and the connectionist temporal classification (CTC) layer (Graves et al., 2009).

The LSTM layer is made of nodes with specific architecture called memory block, able to preserve contextual information over a long range of time. Each memory block contains a memory cell, and its interaction with the rest of the network is controlled by three multiplicative gates, namely: an input gate, an output gate and a forget gate. For example, if the input gate is closed, the block input has no influence on the memory cell. Similarly, the output gate has to be opened so the rest of the network can access the cell activation. The forget gate scales the recurrent connection of the cell. The gates behavior is controlled by the rest of the network (Figure 1.3).

For the specific task of handwriting recognition, the ‘past’ and ‘future’ context is necessary for better performance. Therefore, the bidirectional LSTM (BLSTM) layer is used, where one LSTM layer processes the sequence in the forward direction, while another layer processes it in the backward direction.

Then, the connectionist temporal classification (CTC) layer is plugged at the output of the BLSTM layer. The CTC layer has been designed for sequence labeling task. It is trained to predict the probability $P(w|O)$ of an output character sequence, i.e., a word $w$, given an input sequence $O$, making the training discriminative. Its activation function provides the probability
to observe each character for each sequence time. One of the features of CTC is its ability to be trained with unsegmented data similarly to HMMs.

1.2 Features and strategies for lexicon reduction

Lexicon reduction is a high-level task, where word hypotheses are pruned from the lexicon. As it is used as a pre-processing step before the actual recognition, it must have a low computational overhead. Therefore, most of the methods rely on high-level features to take fast decisions. In the following, LR approaches are detailed for Latin and Arabic scripts, as well as for specific document types.

1.2.1 Latin script

Lexicon reduction can be performed by comparing the optical shapes of the lexicon words to improve recognition speed. When the word’s optical shape is used, the simplest criterion for lexicon reduction, but still efficient, is word length, as this makes it easy to discriminate between long words and short words. More refined knowledge about the word’s shape can
also be used. Zimmermann and Mao (1999) propose the concept of key characters, which are characters that can be accurately identified without a full contextual analysis. Character class specific geometrical properties are used, such as the average number of horizontal transitions, normalized vertical position and the normalized height. Lexicon reduction is performed by considering only the lexicon entries that match the regular expression generated by the key characters. They also estimate the letter count in a word using a neural network for further reduction. A similar approach is proposed by Palla et al. (2004), where regular expressions are built from the detection of ascenders and descenders in the query word image (Figure 1.4).

![Figure 1.4 Ascenders and descenders features. Image reproduced from Palla et al. (2004), © 2004 IEEE.](image)

Bertolami et al. (2008) propose mapping each character of a word to a shape code. There are fewer shape codes than characters, as they only discriminate between characters based on their ascenders/descenders and basic geometry and topology. The mapping is performed by a hidden Markov model (HMM), which outputs the $n$ best shape-code sequences for a query word. The lexicon is reduced by considering only the words that correspond to one of the shape-code sequences. Kaufmann et al. (1997) propose a holistic approach, using the quantified feature vectors extracted sequentially from the word image. These vectors are used by the HMM recognizer, so there is no overhead for the extraction of these features. A model is created for each class of the lexicon, and the word hypotheses are ranked according to the distance between their models and the features of the query word. Several other holistic approaches for lexicon reduction extract a string-based descriptor for each shape, which is further matched using dynamic programming, the lexicon entries with the smallest edit distances being consid-
ered part of the reduced lexicon. Madhvanath et al. (2001) holistic approach is based on using downward pen-strokes descriptors. These pen strokes are extracted from the word shape using a set of heuristic rules, and categorized according to their positions relative to the baseline. Then, lexicon reduction is performed by matching the word descriptors to the ideal descriptors extracted from the lexicon’s ASCII string. Carbonnel and Anquetil (2004) compared two lexicon-reduction strategies, one based on lexicon indexing and the other on lexicon clustering. Using ascender/descender-based shape descriptors, the indexing approach showed better performance.

1.2.2 Arabic script

Arabic word shapes have a rich structure, due to their loops, branches, and diacritics (Lorigo and Govindaraju, 2006; Abuhaiba et al., 1994; Zidouri, 2004). Mozaffari et al. (2008a) propose a two-stage reduction of an Arabic lexicon. In the first stage, the lexicon is reduced based on the number of subwords (defined in Section 0.2) of the query word (Figure 1.5). In the second stage, the word’s diacritical mark types and positions are encoded into a string, and the lexicon is reduced based on the string edit distance. Mozaffari et al. (2008b) extended the previous approach to Farsi handwritten words, which contain more letters than the Arabic alphabet. Wshah et al. (2010) propose a similar algorithm, in which the diacritic detection stage is improved by the use of a convolutional neural network.

![Figure 1.5 Arabic words with different number of subwords. (a) One subword. (b) Four subwords. (c) Two subwords. Image reproduced from Wshah et al. (2010), © 2010 IEEE.](image-url)
1.2.3 Specific document knowledge

Several lexicon-reduction approaches use application dependent knowledge to improve the system’s recognition rate. For the transcript mapping problem with ancient document images, Tomai et al. (2002) propose recognizing each word of a document image by reducing the lexicon to specific lines of the transcript. Morita et al. (2002) have taken advantage of the date field structure for the recognition of handwritten dates on bank checks. Milewski and Govindaraju (2004) use an application-specific lexicon for word recognition on medical forms, while Farooq et al. (2009) have proposed estimating the topic of a query document from the output of a word recognizer. As the performance of a word recognizer is very low without a priori knowledge, Farooq et al. (2009) used the $n$ best hypotheses for each word, instead of only the first, to infer the document topic. Once the document topic has been found, the query document is submitted again to the word recognizer, but this time with the topic-specific lexicon.

1.3 Features for sequential word recognition

In this section, we present the word image features used for recognition. The features are obtained by sliding a frame window horizontally over the word image and computing the features from each frame. They have been organized into four categories: distribution features, concavity features, visual-descriptor-based features and automatically learned features. The first three categories correspond to handcrafted features, and, when one of these features overlaps several categories, we assigned it to the most relevant one. Due to the large amount of proposed features in the literature, we limit our description to the most relevant features.

1.3.1 Distribution features

Distribution features characterize the density of foreground pixels within an image frame. They typically relate to the number of foreground pixels, the number of foreground/background position and to the lower and upper word shape profile. They capture the presence of ascenders and
descenders in the word image, which represents important cues for correct word recognition. Two distribution features are described here in detail.

The first feature has been proposed by Rath and Manmatha for handwritten word spotting in historical manuscript (Rath and Manmatha, 2003b). Each word image is described as a sequence of 4D feature vectors, namely upper and lower profile, projection and background to foreground transition (Figure 1.6). The minimum and maximum distance of the positions of foreground pixels are considered as lower and upper profile. Projection profile is the number of foreground pixels in the corresponding column. The number of transitions between foreground and background pixels is used as transition features. In word spotting application, the features extracted from two word images are matched using Dynamic Time Warping (DTW) for similarity. This feature is popular for its simplicity and robustness to image degradation.

![Figure 1.6 Distribution features. (a) Original image with upper and lower baseline displayed. (b) Projection profile (values inverted). (c) Lower profile. (d) Upper profile. Image reproduced from Rath and Manmatha (2003b), © 2003 IEEE.](image)

The second feature has been proposed by Marti and Bunke (2001), and it has been used by many researchers for handwritten text recognition with HMM. Nine features are computed from the set of foreground pixels in each image column. Three global features capture the fraction of foreground pixels, the center of gravity, and the second order moment. The remaining six local features consist of the position of the upper and lower profile, the number
of foreground to background transitions, the fraction of foreground pixels between the upper and lower profiles and the gradient of the upper and lower profile with respect to the previous column, which provides dynamic information.

1.3.2 Concavity features

Concavity features relate to the word shape geometry. They provide stroke direction and concavity information (Al-Hajj Mohamad et al., 2009). They are computed with a hit–or–miss transform given morphological patterns. Azeem and Ahmed (2012) proposed a set of concavity features (CCV feature) for Arabic word image. It has proved to be effective for Arabic text recognition using HMM, where 88.5% recognition accuracy has been reported without image pre-processing. First, the stroke thickness is normalized to 3 pixel width by a thinning operation followed by dilation. Then the response of the normalized image to 8 directional morphological filters is computed, leading to 8 binary directional images. Vertical frames of 6 pixels width are used to extract features, with an overlap of 3 pixels between two consecutive frames. Within each frame and for each directional image, the number of ‘1’ pixels, as well as the normalized gravitational center of these pixels are extracted as feature. The final feature vector also includes dynamic information (delta and acceleration) and therefore contains 48 features per frame.

1.3.3 Visual-descriptor-based features

Visual-descriptor-based features are inspired by the advances in computer vision. Most descriptors are based on histograms of the image gradient. One of the most popular descriptors is SIFT (scale-invariant feature transform) (Lowe, 2004). It is computed at keypoints, which are defined as local extrema in locations and in the scale space. The scale of the descriptor is set to the scale space extrema. The area surrounding the keypoint is divided into $4 \times 4$ regions. An 8 bin orientation histogram is computed for each region, from the gradient orientation of the region sample points, weighted by the gradient magnitude. This leads to a 128D feature vector. Rotation invariance is built by aligning the descriptor orientation with the main orientation of the keypoint area.
One integration attempt of the SIFT descriptor has been proposed by Rothacker et al. (2012). The keypoints are detected using the Harris corner detector. Then, the SIFT descriptor is computed around keypoints using a fixed scale (determined experimentally) and without orientation alignment (Figure 1.7). The descriptors are then quantized into visual words using k-means clustering. Finally, from each slice of the sliding window, a bag–of–words (BOW), i.e. a histogram representing the number of occurrences of each visual word in the slice, is computed as feature for the WRS.

Rodríguez-Serrano and Perronnin (2009) developed a SIFT like feature called LGH features in their word spotting application. The image is divided into overlapping frames. The region in each frame is divided into $4 \times 4$ regular cells. Next, in each cell a histogram of gradients is computed (8 bins) and the final vector is the concatenation of the 16 histograms which results in 128D feature vector for each frame. Each feature vector is scaled to unit norm for local contrast normalization. The image is smoothed by a Gaussian filter before the gradient computation. They have shown that LGH feature provides better performance accuracy in handwritten text recognition.

1.3.4 Automatically learned features

Automatically learned features are based on the neural network technology. The main advantage of NN is that they are discriminative models and provide better results. The first use of NN
has been done through the combination of a multilayer perceptron (MLP) with HMM in the so-called NN/HMM hybrid system, where the observation probability is based on the output of MLP instead of the classical Gaussian mixture model (GMM). This idea has been extended to tandem systems, where the MLP is used as a feature extraction module (Hermansky et al., 2000; Dreuw et al., 2011). The training of tandem system involves several steps. First, the word image frames are given the label of their characters, either manually or by using a previously trained HMM in the forced alignment mode. Then, the MLP is trained to recognize the label of the frames without feature extraction. Finally, the output of the MLP followed by dimensionality reduction is considered as the extracted feature for a new HMM model.

The RNN based WRS can also automatically learn features using the MDLSTM neural network architecture (Graves and Schmidhuber, 2009). This network is a multidimensional extension of the LSTM network. In this setting, the multidimensional data is scanned as a 1D sequence, by setting the scanning directions and the dimensions scanning priority. For example, in a 2D image, we can choose to scan forward along the $x$ dimension and backward along $y$, with a higher priority for the $x$ than for $y$, so that during the scan, the $x$ index will be updated before the $y$ index according to the scanning directions. Each hidden layer memory block has a recurrent connection with the memory blocks one step back according to the scanning direction for every dimension. One such layer provides the network with full context along the scanning direction. As there are 4 possible directions in 2D images (for example forward $x$ and $y$, backward $x$ and forward $y$ and so on), 4 layers are necessary to have full context along all directions (Figure 1.8). Similarly to the LSTM layer, it is possible to have multiple layers scanning in the same direction, and to combine them to form multiple feature maps at the output layer. Also, a hierarchy of MDLSTM layer can be built, with 2D subsampling between layers.

### 1.4 Current limitations

In this section we highlight the limitations of the current state-of-the-art features for Arabic script LR and for handwriting recognition.
1.4.1 Limitation 1: Lack of descriptors tailored for Arabic script lexicon reduction

Several works exist in the literature for LR on Latin script, they are based on salient high-level features (ascenders/descenders, shape codes), which are relatively easy to map with word shape belonging to the lexicon using error tolerant schemes. Nevertheless, until recently, LR for Arabic script has received little attention and very few methods have been developed. Because the Arabic script has a different appearance than the Latin script, existing LR methods are based on a different set of salient features. Arabic script graphemes have a strong structure, where subwords and diacritics are important units, unlike in Latin script. Indeed, the subword concept is nonexistent in Latin script. Existing methods for Arabic LR started to build on diacritic and subword count features. Nevertheless, is it possible to go beyond and integrate more information? For example, can we consider the shape of the graphemes? A question that yet remains to be answered is how can we efficiently represent all the salient information of Arabic word images for LR? A descriptor with such properties would improve our understanding of relevant features for the recognition of the Arabic script and how to efficiently represent them.
1.4.2 Limitation 2: Lack of methods to identity relevant features for handwriting recognition

The literature exhibits a large body of features for handwriting recognition in Latin and Arabic script, and the quest for the ‘ultimate’ feature is certainly not over yet. Existing features are based on different models originating from various fields such as pattern recognition, computer vision or machine learning. Because of their different backgrounds, it is very difficult to compare them on theoretical bases. Moreover, they are often used on different databases, with different protocols and recognition systems. Therefore, it is difficult to decide which feature one should use for new applications. Indeed, the literature does not provide clear guidelines and it is mostly limited to a listing of all the features ever proposed. This situation leads to the proposal of more and more features, with no principled design for the task of handwriting recognition. Although new features certainly achieve significant contribution in their respective fields (computer vision, machine learning, etc.), their contribution is not clear into the context of handwriting recognition, which uses features from several fields. Therefore, it is important to compare existing features first and identify the most promising ones. Nevertheless, no tool exists for this task, except the evaluation based on the recognition rate, but this approach just provides a shallow insight on the features. Therefore, the creation of efficient tools for feature evaluation is needed, so that the next generation of features can be more efficient for handwriting recognition.
CHAPTER 2

GENERAL METHODOLOGY

In this chapter we expose our general methodology as well as the rationale. It is in accordance with the main purpose of this thesis, which is to improve our understanding of relevant features for WRS systems. This knowledge will help to improve word recognition systems with better features. Understanding what features are relevant for handwriting recognition requires two components, first the features, and second a proper evaluation methodology. Nevertheless in the case of new applications, no or few features already exist, so that new features must be designed, usually from expert knowledge. Therefore, **feature design and evaluation** are the two main components of our pattern recognition framework. They will be investigated through two specific aspects of WRS. The first one is LR, and we focus specifically on Arabic script because this field of research has not been much investigated yet. The second aspect is word recognition and its features for cursive script (both Latin and Arabic). First, the research objectives arising from the limitation of current literature are defined. Then, the general approach of this thesis is explained.

2.1 Research objectives

As stated in the introduction, the **main purpose of this thesis is to improve our understanding of relevant features for WRS**. It will be achieved with 3 specific objectives, related to descriptors for Arabic LR and feature evaluation for WRS.

2.1.1 Objective 1: to design a descriptor for Arabic subword shape with application to LR

Existing methods for LR in Arabic scripts focus mainly on the number of subwords and type of diacritics present in the word and ignore the shape of the subwords. Therefore, the first objective is to propose a LR method based on the shape of Arabic subwords. Arabic subwords are components of Arabic words that are quite easy to identify, as they are separated by spaces.
Moreover, they exhibit a strong structure given their loops and branches. These observations led our interest towards a holistic approach, where a subword is considered as a whole, and to graph modeling to represent their rich structure. Nevertheless, graph-based methods are known to have a high complexity. This is not compatible with LR methods which should be fast enough to avoid any significant overhead to the recognition system. A similar problem exists in the shape analysis community, where shapes of individual objects represented by graphs must be efficiently compared with a large database of sample shape. Therefore, our proposed approach for LR is inspired from structural shape analysis methods, and it will be developed in Chapter 3. It provides a first model for Arabic subword shape descriptor in the context of LR and a new holistic strategy for LR. Nevertheless, it does not consider the symbolic features of Arabic words.

2.1.2 Objective 2: to efficiently embed all Arabic word features into a descriptor with application to LR

Arabic words have two main components, the subwords and the diacritics, which are themselves described by their topology and geometry. Currently, there is no LR framework based on all these features of Arabic words. The second objective is to define a single descriptor embedding efficiently all these features. The descriptor, as a feature vector, allows efficient comparison and therefore a low computational overhead. One of the key challenges lies in embedding all the relevant information into this feature vector. Indeed, how to describe low-level features (subwords structure) and high-level features (subwords, diacritics) into a single vector? Also, in order to embed information about diacritics and subwords, they should be identified first. This would require an explicit classification which can be time-consuming. An interesting avenue is to extract structural information for each component (subwords and diacritics), and combine them altogether using efficient heuristics instead of explicit identification. The method will be developed in Chapter 4. It provides the first holistic descriptor for Arabic words in the context of LR. It has a low computational overhead and the potential to lead to holistic Arabic handwriting recognition.
2.1.3 Objective 3: to efficiently evaluate features for the task of handwriting recognition

It is important to evaluate existing features and assess their strengths and weaknesses, in order to build better features. The evaluation of features for handwriting recognition is a difficult task because their potential is revealed through the performance of the WRS. The basic approach based on the recognition rate only provides a relative ranking between features. It has the weakness of ignoring the complementary aspect of features. Indeed, in ranking based on the recognition rate, the top two features may just be variants of each other, and therefore not complementary, while the last ranked feature could be complementary to the first. Such information, missing from the basic ranking, is essential for efficient feature evaluation. Therefore, the third objective is to develop a framework for the evaluation of features used in handwriting recognition, providing insight on their efficiency and complementarity. It relies on the hypothesis that features can be evaluated through the performance of WRS in a combination scheme, where the WRS are not evaluated individually, but with respect to each other. The method will be detailed in Chapter 5. The contribution of this approach is to attribute a score to each feature, which is easy to interpret. This allows identifying the most promising features and understand which models are complementary.

2.2 General approach

New descriptors and methods have been developed in this thesis, for a better understanding of relevant features for handwriting recognition. They are directly linked to the previously mentioned objectives, and they are split in two main themes: descriptor design for lexicon reduction in Arabic script, and feature evaluation for handwriting recognition in Latin and Arabic scripts.

2.2.1 Descriptor design for Arabic lexicon reduction

Two new descriptors have been proposed for Arabic lexicon reduction. They integrate relevant features for the description of Arabic word shapes and improve LR performance.
The first objective investigated a new strategy for lexicon reduction, based on the shape of Arabic subwords. Because they have a strong structure, with many branch points and loops, graph-based modeling is appropriate. Therefore, our method is based on graph indexing, where a signature vector is extracted from each graph for efficient comparison against a large graph database. For this purpose, we propose the weighted topological signature vector (W-TSV) framework for directed acyclic graph (DAG) with weighted edges, in which a feature vector is built using the eigenvalues of the weighted adjacency matrix of the graph and a careful construction to preserve the graph structure. It is an extension of the TSV framework (Shokoufandeh et al., 2005) for (non-weighted) DAG to weighted DAG. The shape of Arabic subwords is modeled in a DAG as follows. First, the shape of Arabic subwords is identified in the image as a connected component (CC). Its skeleton is computed in order to highlight its structure (topology and geometry). It is then modeled as a DAG based on its skeleton keypoints and the geometry of the skeletal curves. Three alternative models are proposed, which integrate different geometrical information such as skeletal curve length and curvature. The weighted DAG is embedded into a low-dimensional vector space using the W-TSV framework. Lexicon reduction is achieved by comparing the W-TSV vector of a query shape with the vectors of a labeled database. The labels of the nearest neighbors of the query shape in the W-TSV space constitute the reduced lexicon. The main contribution of this work is to provide a new framework (W-TSV) for efficient indexing of weighted DAG. Therefore, it introduces a new framework for lexicon reduction based on shape indexing. Moreover, three DAG models for subword shapes have been proposed and compared. The proposed method outperformed previous approaches based on diacritics for lexicon reduction at the subword level (Chapter 3).

The second objective investigated the design of a descriptor for Arabic words integrating all the Arabic words main features: namely the structure (geometry and topology) of Arabic subwords and symbolic information such as the count of subwords and diacritics. For this purpose we developed the Arabic word descriptor (AWD) which is built in two stages. First, a structural descriptor (SD) is computed for each CC of the word image. It describes the CC shape using the BOW model for compact encoding, and it is constructed as follow. Filters with different geometrical patterns and scales, similar to the Haar-like filters (Viola and Jones, 2004), are
applied to the pixels of the CC skeletons. The output of the filters forms a feature vector for each skeletal point. The feature vectors are then quantized, by assigning them to their nearest visual words from a predefined codebook. The SD is then formed as a histogram representing the number of occurrences of each visual word. Finally, the AWD is formed by sorting and normalizing the SDs of all the CCs. The AWD implicitly encodes several levels of information. The structure of the subwords shapes is encoded into the SD, and subword count and diacritics by the length of the AWD. The subwords are expected to be ranked first and the diacritics last because the SD sorting is based on the number of pixels of each CC. Therefore, the distinction between subwords and diacritics is also implicitly present, based on their positions into the AWD. Lexicon reduction is performed using the database indexing scheme introduced in the first method, but using the AWD as index. The impact of the LR approach on a holistic subword recognition system and an analytic WRS has been tested, regarding the processing time and recognition rate. The main contribution of this method is to provide a holistic descriptor for Arabic words’ shape, which seamlessly integrates low-level features (geometry and topology of subwords) and high-level features (subword counts and diacritics). Furthermore, its construction has a low computational cost because an efficient heuristic is used to implicitly discriminate between subwords and diacritics, which avoids layout analysis and an explicit classification altogether. Finally, the proposed method provides the best results for LR in Arabic script on two benchmarks, and it has been demonstrated that with a proper LR approach, shape matching methods can be applied for Arabic subword recognition with low processing time (Chapter 4).

2.3 Feature evaluation for handwriting recognition

The third objective proposes a framework for feature evaluation for handwriting recognition. Features are indirectly evaluated through the performance of a reference WRS using RNN. In this framework, at least one instance of the reference system is trained for each feature, and we refer to these instances as agents of that feature. All the agents are then evaluated w.r.t. each other by using a combination scheme at the decision level (recognized words). Each agent is assigned a fixed weight, and the final recognition is taken according to a variant of
the weighted vote. More precisely, each agent votes for a given word, and the word with the highest number of weighted votes is selected as the final recognition. The weights of this combination are optimized during a training phase, in order to maximize the weighted vote of the true word label. The weights are set based on the collective performance and not individual performance because the decisions of all the agents are known during optimization. Therefore, the weights represent the contribution of each agent to the vote, based on their mutual strength. The weights are then converted into easy to interpret scores and are assigned to the features of the agents. The main contribution here is to provide a feature evaluation framework, which assigns a score to each feature, thus measuring their importance relatively to each other. Five features have been evaluated among the following categories: distribution features, concavity, visual-descriptor based and automatically learned features. These categories have been chosen either because of their state-of-the-art performance (distribution and concavity features), or because they represent recent trends in feature design, inspired by computer vision and machine learning. As an outcome of this study, the results show that distribution features are the most efficient, and complementary with visual-descriptor and automatically learned features (Chapter 5).
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Abstract
This paper proposes a holistic lexicon-reduction method for ancient and modern handwritten Arabic documents. The word shape is represented by the weighted topological signature vector (W-TSV), which encodes graph data into a low-dimensional vector space. Three directed acyclic graph (DAG) representations are proposed for Arabic word shapes, based on topological and geometrical features. Lexicon reduction is achieved by a nearest neighbors search in the W-TSV space. The proposed framework has been tested on the IFN/ENIT and the Ibn Sina databases, achieving respectively a degree of reduction of 83.5% and 92.9% for an accuracy of reduction of 90%.
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3.1 Introduction

Handwritten word recognition systems have improved in a number of ways in recent decades, across many applications, from the recognition of the legal amount on bank checks and of postal addresses (Kaufmann and Bunke, 2000; Kim et al., 2001; Srihari, 1993; Liu et al., 2002; Al-Hajj Mohamad et al., 2009) to the automated transcription of ancient documents (Lavrenko et al., 2004; Feng et al., 2006; Vamvakas et al., 2008; Wüthrich et al., 2009; Fischer et al.,
2010). While the vocabulary for a bank check application is small (fewer than 30 words), it is large for postal applications (1,000 words) and unconstrained for historical documents (several thousand words). A vocabulary of valid words that are expected to be recognized by the system is called a lexicon (Koerich et al., 2003). A large lexicon generates a high computational complexity, as all the word hypotheses must be tested, and recognition performance decreases as the number of allowed hypotheses grows. To address this problem, lexicon-reduction methods are used. When a query word shape is submitted for recognition, the lexicon is pruned by keeping only the shapes that are most likely to correspond to the query word class (Koerich et al., 2005), or by using application-dependent knowledge (Tomai et al., 2002). Then, the recognition system considers the word hypotheses remaining in the pruned lexicon. The performance of a lexicon-reduction method is classically evaluated based on its accuracy of reduction $\alpha$ (the probability that the query word class was included in the pruned lexicon), the degree of reduction $\rho$ (the decrease in the size of the lexicon after pruning), and the reduction efficacy $\eta$, which is a combination of the two previous criteria. Computational complexity is also a major factor in lexicon reduction, as one of its goals is to speed up the recognition process. In this paper, we propose a lexicon-reduction method for handwritten Arabic documents, both ancient and modern.

The Arabic language has an alphabet of 28 letters. The script is cursive and written from right to left. One important feature of Arabic letters is that their shapes are context-dependent, which means that a letter shape is usually determined by its position in a word, i.e. initial, medial or final. The letters have no cases and many share the same base shape. They are distinguishable by the addition of diacritical marks. The diacritics used in Arabic for this purpose are dots, one, two, or three of them appearing below or above the base shape. If we ignore the dots, we obtain the archigraphemes (Figure 3.1), where a single grapheme (letter shape) can represent many letters. Four archigrapheme letter shapes (‘A’, ‘D’, ‘R’, ‘W’) can be connected only if they are in the final position. If they appear in the middle of a word, the word is divided into subwords, also known as pieces of Arabic word (PAW).
Figure 3.1  Arabic transliteration table. If a transliteration is defined in brackets, it is used when the letter is not in the final position in a subword.

The goal of this paper is to provide a lexicon-reduction strategy for Arabic documents, based on the structure of Arabic subword shapes, which is described by their topology and geometry. First, the topological and geometrical properties of the subword shapes are extracted from the shape skeleton. Then these properties are encoded in a directed acyclic graph (DAG) in order to preserve information about their relationship in the skeleton. Finally, the subword DAG is transformed into a vector using the weighted topological signature vector (W-TSV), which is an extension of the TSV (Shokoufandeh et al., 2005) for weighted DAGs. Like the classical TSV, the W-TSV is a powerful tool for encoding structured data, such as a DAG, mapping the DAG to a low-dimensional vector space for fast matching. Also, it has good discriminatory power for DAGs with different topologies, because it preserves their topological properties to some extent. Unlike the TSV, the W-TSV can also discriminate between DAGs sharing the same topology, but with different weights, and it is more robust to topological perturbation than the TSV under small weight perturbation. In this work, lexicon reduction is performed by pruning the reference database of subword/word shapes. This is achieved by selecting the $i$ nearest shapes in the database to a query shape in the W-TSV space. First, the database is indexed by ordering its shapes in ascending order, based on their distance from the query shape; next, the lexicon is reduced by selecting the first $i$ elements of the indexed lexicon as candidates. The value of $i$ is evaluated during a training phase in order to reach the accuracy of reduction level selected for the application. The same $i$ value is then applied for all the query shapes during the lexicon reduction process. From the reduced database of shapes, it is then
possible to build a reduced lexicon of subwords/words from the labels of the selected shapes (Figure 3.2).

Figure 3.2  Lexicon reduction based on the weighted topological signature vector (W-TSV). (a) query shape comparison in the W-TSV space; (b) database indexing based on W-TSV distance; (c) lexicon reduction by selection of the first 3 candidates.

This paper is organized as follows. The features of lexicon reduction for ancient and modern Arabic documents are described in section 3.2. Related work on lexicon reduction is reviewed in section 3.3. The details of the W-TSV scheme and of the formation of the Arabic subword DAG are respectively provided in section 3.4 and section 3.5. Finally, the details of our experiments and our results are given in section 4.6, followed by the conclusion in section 4.7.

This paper is an extension of the work published by Chherawala et al. (2011). The underlying methodology, as well as the experimental evaluation, have been significantly improved.

3.2 Features of ancient and modern Arabic documents for lexicon reduction

The nature of ancient Arabic documents is different from that of the Arabic documents used in modern applications. The study of ancient documents is motivated by their cultural significance, and a vast number of them have been scanned as digital images in order to protect them from aging. Pre-modern Arabic documents were written during the medieval period. They can
be written in a variety of calligraphic styles, depending on when and where they were copied. The appearance of a written text changes greatly from one style to another. For example, the Kufic style consists of straight lines and angles, while the Naskh style is curved and supple (Figure 3.3). The diacritics, when they are included at all, tend to float around the subword shape, and their location is more often determined by esthetic considerations than by their immediate proximity to the corresponding letter. This makes it difficult to assign the diacritics to the correct subword, especially when the line spacing is reduced. Most of the time, these documents are written by a single author. The lexicon is unconstrained, and the segmentation of Arabic subwords into words is not known a priori.

![Kufic style and Naskh style](image)

(a) Kufic style  
(b) Naskh style

Figure 3.3 Pre-modern Arabic documents.

Arabic word recognition at the subword level is therefore well suited to ancient Arabic documents, as subwords can be easily identified, usually as connected components. In spite of the fact that the diacritical marks, especially the dots, are important cues for discriminating between different letters, this feature is unreliable in these documents for the reasons explained above. They must be ignored in the first stage, so that the correct archigrapheme can be recognized. In this work, the lexicon for ancient documents is composed of a vocabulary of naked subwords (Arabic subwords written with archigraphemes). Lexicon reduction is performed in this step, which it is not in the classical approaches. This is because the number of different subwords is smaller than the number of Arabic words, and also because many subwords dif-
ferientiated only by diacritical marks correspond to the same naked subword. The recovery of the correct subword from a naked subword can be achieved in a post-processing step by considering the neighboring diacritical marks. A W-TSV is assigned to each subword shape for the lexicon reduction process.

The study of modern Arabic documents is motivated by specific application needs. The recognition system has to deal with a wide variety of writers and the vocabulary is usually large. The segmentation of Arabic text into words can be estimated from the layout of the document, and the diacritics are usually well positioned. Thus, the lexicon for such documents is composed of Arabic words directly, according to the application needs. For lexicon reduction, a W-TSV is assigned to each connected component of the word image (subwords and diacritics), and these are combined into a single W-TSV for the word shape.

3.3 Related works

Lexicon reduction can be performed by comparing the optical shapes of the lexicon words to improve recognition speed. When the word’s optical shape is used, the simplest criterion for lexicon reduction, but still efficient, is word length, as this makes it easy to discriminate between long words and short words. More refined knowledge about the word’s shape can also be used. Zimmermann and Mao (1999) propose the concept of key characters, which are characters that can be accurately identified without a full contextual analysis. Lexicon reduction is performed by considering only the lexicon entries that match the regular expression generated by the key characters. They also estimate the letter count in a word using a neural network for further reduction. A similar approach is proposed by Palla et al. (2004), where regular expressions are built from the detection of ascenders and descenders in the query word image. Bertolami et al. (2008) propose mapping each character of a word to a shape code. There are fewer shape codes than characters, as they only discriminate between characters based on their ascenders/descenders and basic geometry. The mapping is performed by a hidden Markov model (HMM), which outputs the $n$ best shape-code sequences for a query word. The lexicon is reduced by considering only the words that correspond to one of the shape-code sequences. Kaufmann et al. (1997) propose a holistic approach, using the quantified feature vectors as
shape descriptors. These vectors are used by the HMM recognizer, so there is no overhead for the extraction of these features. A model is created for each class of the lexicon, and the word hypotheses are ranked according to the distance between their models and the shape descriptor of the query word. Several other holistic approaches for lexicon reduction extract a string-based descriptor for each shape, which is further matched using dynamic programming, the lexicon entries with the smallest edit distances being considered part of the reduced lexicon. Madhavanath et al. (2001) holistic approach is based on using downward pen-strokes descriptors. These pen strokes are extracted from the word shape using a set of heuristic rules, and categorized according to their positions relative to the baseline. Then, lexicon reduction is performed by matching the word descriptors to the ideal descriptors extracted from the lexicon’s ASCII string. Carbonnel and Anquetil (2004) compared two lexicon-reduction strategies, one based on lexicon indexing and the other on lexicon clustering. Using ascender/descender-based shape descriptors, the indexing approach showed better performance. Arabic word shapes have a rich structure, with their loops, branches, and diacritics (Lorigo and Govindaraju, 2006; Abuhaiba et al., 1994; Zidouri, 2004). These structural features have been used for lexicon reduction. Mozaffari et al. (2008a) propose a two-stage reduction of an Arabic lexicon. In the first stage, the lexicon is reduced based on the number of subwords of the query word. In the second stage, the word’s diacritical mark types and positions are encoded into a string, and the lexicon is reduced based on the string edit distance. Mozaffari et al. (2008b) extended the previous approach to Farsi handwritten words, which contain more letters than the Arabic alphabet. Wshah et al. (2010) propose a similar algorithm, in which the diacritic detection stage is improved by the use of a convolutional neural network. Farrahi Moghaddam and Cheriet (2009) have devised a word-spotting algorithm for pre-modern Arabic documents based on the shape structure of subwords. The first stage of the algorithm consist of lexicon reduction using a self-organizing map (SOM). The SOM is trained using a feature vector of the topological and geometrical properties of the subword skeleton. Once a query shape has been fed to the SOM, only the lexicon of the activated cell and the neighboring cells is considered for further matching. Several lexicon-reduction approaches use application dependent knowledge to improve the system’s recognition rate. For the transcript mapping problem with ancient document images, Tomai et al. (2002) propose recognizing each word of a document image by reducing the
lexicon to specific lines of the transcript. Morita et al. (2002) have taken advantage of the date field structure for the recognition of handwritten dates on bank checks. Milewski and Govindaraju (2004) use an application-specific lexicon for word recognition on medical forms, while Farooq et al. (2009) have proposed estimating the topic of a query document from the output of a word recognizer. As the performance of a word recognizer is very low without a priori knowledge, Farooq et al. used the n best hypotheses for each word, instead of only the first, to infer the document topic. Once the document topic has been found, the query document is submitted again to the word recognizer, but this time with the topic-specific lexicon.

3.4 Weighted topological signature vector (W-TSV)

3.4.1 Background

The classical topological signature vector (TSV) is an efficient encoding of the topology of structured data, such as a directed acyclic graph (DAG). The topology of a given DAG G can be represented by its adjacency matrix A, where \( A(i, j) = 1 \) if an edge goes from vertex \( v_i \) to vertex \( v_j \), \( A(i, j) = -1 \) if an edge goes from vertex \( v_j \) to vertex \( v_i \), and \( A(i, j) = 0 \) in all other cases. The adjacency matrix is therefore antisymmetric. From the adjacency matrix, a signature \( S_G \) for the graph \( G \) can be extracted as the sum of the magnitude of its \( m \) eigenvalues:

\[
S_G = |\lambda_1| + \ldots + |\lambda_m|
\]  

(3.1)

In order to enrich the signature representation of the graph, such a signature is extracted from all the subgraphs of \( V \), the source of the DAG (vertex with no incoming edges). If \( V \) has a degree \( n \), the \( n \) signatures of its subgraphs and the graph signature are sorted by descending order and concatenated to form the TSV:

\[
\chi(G) = \begin{bmatrix} S_G & S_{G_1} & \ldots & S_{G_n} \end{bmatrix}^T
\]

(3.2)

The largest signature corresponds to the DAG with the richest topology. Therefore, the signature of the graph source \( S_G \) will always be larger than the signature of the subgraphs of the
source, and will always be the first dimension of the TSV. As the degree of the source of the DAG changes from one graph to another, the size of the TSV is set, in advance, to a given value $p$. If the size of the TSV of $G$ is smaller than $p$, then the TSV vector is padded with 0, and if the size of the TSV is larger than $p$, then the TSV is truncated. The truncation removes the less informative signatures, so it is safe to remove them when needed. The value of $p$ can be set according to the maximum degree of the source of the DAGs of the database, or according to a chosen complexity for the indexing process. An illustration of the formation of the TSV of $G$ with a source $V$ is presented in Figure 3.4. The source $V$ has two subgraphs $G_a$ and $G_d$, and so the topological signature is computed for $G$, $G_a$ and $G_d$. Their signatures are sorted in decreasing order to form the TSV $\chi(G)$ of size $p = 5$, with the appropriate padding by 0. The adjacency matrix of $G_a$ is also shown.

![Figure 3.4](image)

The TSV has many properties that make it well suited to the indexing of DAG databases. First, it is invariant to consistent reordering of the graph branches. Such reordering does not affect the graph’s topology, but it does lead to a different adjacency matrix. In fact, the branch reordering is equivalent to a permutation of the adjacency matrix. As the eigenvalues of an antisymmetric matrix are invariant to any orthonormal transformation, such as a permutation, the TSV is also invariant. Second, the TSV has been shown to be robust to minor perturbations of the graph structure. More precisely, the error between the eigenvalues of an adjacency
matrix and its perturbed version is bounded by the largest eigenvalue of the perturbation matrix (see Section 3.4.3). This property is very useful, as natural data are often noisy and it is difficult to avoid minor perturbations, such as vertex splits or merges, in practice. The last but not the least property of the TSV is to map structured data into a low-dimensional vector space. The matching of structured data such as DAG has polynomial complexity, while the matching of vectors has linear complexity on the dimension of the vector space. Therefore, the TSV achieves a substantial decrease in complexity and makes the indexing of a DAG database efficient.

3.4.2 Generalization to weighted DAG

The TSV only considers the topology of the DAG. Nevertheless, since DAG edges are often weighted, this information can be useful for discrimination. This leads us to propose a new formulation, the weighted TSV (W-TSV), where the weight information is added to the adjacency matrix. One of the main idea behind the W-TSV is that edges with large weights are more important than edges with small weights. Let $W_G = \{w_{ij}\}$ be the set of edge weights of DAG $G$, such that $w_{ij}$ represents the weight associated with an edge extending from vertex $v_i$ to vertex $v_j$ and $w_{ij} > 0$. The weighted adjacency matrix $A$ of $G$ can be constructed as follows: $A(i, j) = w_{ij}$ for an edge from vertex $v_i$ to vertex $v_j$, $A(i, j) = -w_{ij}$ for an edge from $v_j$ to $v_i$, and $A(i, j) = 0$ otherwise. A weight $w_{ij} = 0$ means that there is no edge between $v_i$ and $v_j$. In the rest of the paper, the weights of $A$ will refer to $W_G$, and $w_{ij}(A)$ will refer to $|A(i, j)|$, i.e. the weight of the edge between $v_i$ and $v_j$, irrespective of its direction. The W-TSV is computed in a same manner as the TSV, the only difference being that the weighted adjacency matrix is used instead of the classical adjacency matrix. Consider the function $\Gamma : \mathbb{R}^+ \rightarrow \{0, 1\}$:

$$
\Gamma(w) = \begin{cases} 
1 \text{ if } w > 0 \\
0 \text{ otherwise}
\end{cases}
$$

When applied to all the weights of $A$, $\Gamma$ removes the weight information completely, but it preserves the topological property, mapping the weighted adjacency matrix to the classical definition of the adjacency matrix. We note that the classical adjacency matrix is a special case
of the weighted adjacency matrix, so from now on we will use the term ‘adjacency matrix’ instead of ‘weighted adjacency matrix’. The discriminative power of the W-TSV over the TSV for weighted DAG is illustrated in Figure 3.5. The 3 DAGs share the same topology, but they have different edge weights. As a result, their TSV is identical, while their W-TSV is different. The TSV and W-TSV are identical for $G_1$, because all its weights are equal to 1.

Figure 3.5  Three DAGs with different weights, but sharing the same topology, and their corresponding W-TSV. They have different W-TSV, but the same TSV (for $G_1$, its TSV and W-TSV are equal).

3.4.3  Stability and robustness of the W-TSV

The W-TSV uses topological and weight information. In order to be an efficient encoding, it must remain stable and robust under topological and weight perturbations, i.e. the changes in the W-TSV values induced by a perturbation must be commensurate with the perturbation level. In this section, we show the stability of the W-TSV, and its robustness compared to the TSV, under the assumption of small weights perturbation (the notion of ‘small’ is further explained in Proposition 3). The idea here is that noise will be more likely to introduce small weight perturbation than large weight perturbation. The stability of the W-TSV will be studied using graph spectral theory. Consider the graph $G$ and its $m \times m$ adjacency matrix $A$. A lifting operator $\Psi : \mathbb{R}^{+m \times m} \rightarrow \mathbb{R}^{+n \times n}$ can be used to create an $n \times n$ adjacency matrix $\Psi(A)$ ($n \geq m$) equivalent to $A$ upto vertex relabeling. This operator will first add $n - m$ zero-valued rows and columns to $A$, forming the matrix $A'$. Then given a permutation matrix $P$, the vertices
are relabeled so that \( \Psi(A) = PA'P^T \). As \( A \) and \( A' \) have the same spectrum up to additional 0 elements, and \( A' \) and \( \Psi(A) \) have the same spectrum, \( \Psi() \) is a spectrum preserving operator.

A perturbed graph \( H \) can be built from \( G \) using the lifting operator and an \( n \times n \) perturbation matrix \( E \), where \( B = \Psi(A) + E \) represents the adjacency matrix of \( H \). A weight \( w_{ij}(\Psi(A)) \) is perturbed by adding (subtracting) if \( \Psi(A)_{ij} \) and \( E_{ij} \) have the same (opposite) sign. We can distinguish three types of perturbation:

- **weight perturbation:** \( w_{ij}(\Psi(A)) > 0 \) and \( w_{ij}(E) \neq 0 \),
- **edge addition:** \( w_{ij}(\Psi(A)) = 0 \) and \( w_{ij}(E) > 0 \),
- **edge deletion:** \( w_{ij}(\Psi(A)) = w_{ij}(E) > 0 \), and \( E_{ij} = -\Psi(A)_{ij} \).

We will assume that \( E \) is well conditionned, i.e. \( B = \Psi(A) + E \) represents the weighted adjacency matrix of a valid DAG.

We can now show the stability of the W-TSV. Let \( \lambda_i(A) \) denote the \( i \)th largest element of the set of magnitudes of matrix \( A \) eigenvalues. Consider the following result (Shokoufandeh et al., 2005):

**Proposition 1.** If \( A \) and \( E \) are \( n \times n \) antisymmetric matrices, then:
\[
|\lambda_i(A + E) - \lambda_i(A)| \leq |\lambda_1(E)|, \text{ for } i \in \{1, \ldots, n\}.
\]

Proposition 1 shows that the eigenvalues of the perturbed matrix \( B = \Psi(A) + E \) are bounded by \( \lambda_1(E) \). In the case where \( E \) represents a topological perturbation matrix (all the weights are equal to 1), \( \lambda_1(E) \) is bounded by \( \sqrt{k} \), where \( k \) is the number of edges of \( E \) (Neumaier, 1982). We generalize this result to weighted adjacency matrices, as follows:

**Definition 3.1.** The weight vector \( W(E) \) of an adjacency matrix \( E \) is the vector formed by concatenation of all the weights of \( E \).

**Proposition 2.** If \( E \) is an \( n \times n \) antisymmetric matrix, then the magnitude of its largest eigenvalue is bounded by the Euclidean norm of its weight vector: \( \lambda_1(E) \leq ||W(E)|| \).
Proof. $E$ is antisymmetric hence $\lambda_{1j}$ and $-\lambda_{1j}$ are eigenvalues of $E$, where $j$ is the imaginary unit. Therefore $2\lambda_{1j}^2 \leq \sum \lambda_i^2 = -\text{tr} (E^2) = \sum_{i,k} w_{ik}^2 (E)$. Notice that $\sum_{i,k} w_{ik}^2 (E)$ is the sum of all the elements of the matrix $[w_{ik}^2 (E)]$ which is symmetric and has the diagonal equal to 0. It can be represented by its upper triangle matrix $U$ such that $[w_{ik}^2 (E)] = U + U^T$. The non zero entries of $U$ are exactly the squared weights of $E$. Therefore the sum of all elements of $U$ is equal to $W(E)^T W(E)$ and $\lambda_1(D) \leq \|W(E)\|$.

Using Proposition 1 and Proposition 2, it is clear that the magnitude of the spectral distortion of a matrix $\Psi(A)$ from a perturbation matrix $E$ is bounded by the magnitude of the weights of $E$. The W-TSV is therefore stable under minor weight perturbation of its corresponding DAG.

We will now show that the W-TSV is more robust to topological perturbation than the TSV, under the assumption of small weight perturbation. For this purpose, the weighted perturbation of $A$ by $E$ will be compared to the equivalent topological perturbation of $\Gamma(A)$ by $\Gamma(E)$. As the TSV is invariant to weight perturbation, we will consider only weighted topological perturbation, represented by a matrix $E$ containing only edge addition and deletion. Nevertheless, the influence of $E$ on the spectrum of $A$ is related to the weights of $A$: it will be larger for small weights of $A$ than for large weights. By contrast, the influence of $\Gamma(E)$ on the spectrum of $\Gamma(A)$ is not related to the weights of $\Gamma(A)$, as all the weights are equal to 1 in the topological case. Therefore $E$ needs to normalized with respect to the weights of $A$, or $\Gamma(A)$ and $\Gamma(E)$ need to be rescaled with the weights of $A$, in order to compare the W-TSV and TSV fairly. We thus introduce the notion of scale for an adjacency matrix, as follows:

**Definition 3.2.** The scale of an adjacency matrix $A$ is the average value of all its weights.

If the topological perturbation of $\Gamma(A)$ by $\Gamma(E)$ is performed at the same scale as $A$, the effect of the difference in magnitude between $A$ and $\Gamma(A)$ is removed during the evaluation of their respective spectral distortion. The scale of $\Gamma(A)$ is 1 because all its weights are equal to 1. Let $\mu$ be the scale of $A$, the topological perturbation at this scale is performed by multiplying all the elements of $\Gamma(A)$ and $\Gamma(E)$ by $\mu$. As a result, their respective eigenvalues are also multiplied by $\mu$. The need for the notion of scale becomes obvious if we consider the same topological
perturbation but at different scales: $\mu_1 = 1$ and $\mu_2$, such that $\mu_1 \ll \mu_2$; the distortion at scale $\mu_1$ will be lower than at scale $\mu_2$, although they both represent the same topological perturbation. In fact, the rescaling procedure handles such problems. Let $B(A, E)$ denote the upper bound of the magnitude of spectral distortion of $A$ by $E$, then:

**Proposition 3.** $\Psi(A)$ and $E$ are antisymmetric matrices and $E$ represents a weighted topological perturbation. If the root mean square (RMS) of the weights of $E$ is smaller than the scale $\mu$ of $A$, then the upper bound $B(\Psi(A), E)$ is smaller than the upper bound of the equivalent topological perturbation at scale $\mu$: $B(\Psi(A), E) < B(\mu \Gamma(\Psi(A), \mu \Gamma(E)))$.

**Proof.** Consider that $E$ represents the weighted addition/deletion of $k$ edges. Then $B(\mu \Gamma(\Psi(A), \mu \Gamma(E))) = \lambda_1(\mu \Gamma(E)) = \mu \sqrt{k}$. Also $B(\Psi(A), E) = \|W(E)\| = \sqrt{k \alpha}$ where $\alpha = \|W(E)\| / \sqrt{k}$ is the RMS of the weights of $E$. Given that $\alpha < \mu$, the result follows.

From Proposition 3, we can see that if the weights of the perturbation matrix $E$ are small enough compared to the weights of $A$, the W-TSV is more robust than the TSV for topological perturbation at the same scale. An example is shown in Figure 3.6: in Figure 3.6a, the adjacency matrix $A$ of the DAG $G$ is perturbed by $E$, resulting in the DAG $H$ and its adjacency matrix $B$. In Figure 3.6b, $G'$ and $E'$ represent the topological equivalent of $G$ and $E$ at the same scale as $G$. The adjacency matrix $A'$ of the DAG $G'$ is perturbed by $E'$, resulting in the DAG $H'$ and its adjacency matrix $B'$. If we assimilate the distortion of a TSV to the Euclidean distance between the original TSV and its perturbed version, the distortion of the W-TSV (6.59) is smaller than the distortion of the scaled TSV (11.04).

### 3.4.4 Proposed fast computation

The topological signature (TS) of a DAG is based on the magnitude of the eigenvalues of its adjacency matrix. For the TSV, the TS is solely based on the structure of the underlying graph, while for the W-TSV it is based on both the weights and structure of the underlying graph. Nevertheless, the computation of the TS involves a singular value decomposition (SVD) of the adjacency matrix, which has a computational complexity of $O(n^3)$ for an $n \times n$ matrix.
Figure 3.6  Comparison of the perturbation of DAG $G$ (scale 10) by $E$ and its topological perturbation at the same scale. (a) Perturbation of $G$ by $E$. The W-TSVs of $G$ and $H$ are also shown. (b) Perturbation of $G'$ by $E'$, the topological equivalent of $G$ and $E$ at scale 10. The scaled TSVs of $G'$ and $H'$ are shown. The deleted/added edges and vertices are shown respectively in red/green on $H$ and $H'$. Here, the distortion of the W-TSV (6.59) is smaller than the distortion of the scaled TSV (11.04).
It is possible to evaluate the TS with a computational complexity of $O(n)$ based only on the weights of the DAG and by ignoring its structure. For fast computation, we simply define the TS of a DAG $G$ as the sum of all its weights:

$$\text{TS} = \sum (w_{ij})$$

The fast computation provides the TS with a better interpretation of its value with respect to its weights. This computation is linear with respect to the weights, so it is stable under minor perturbation by a matrix $E$. As already stated, the cost of the fast computation is the loss of structural information, and the performance of the TSV can be particularly affected by this computation as all its weights are equal. Although the structure of the graph is lost at the TS level, it is retrieved to some extent during construction of the W-TSV.

### 3.5 Proposed Arabic subword graph representation

In this section, our holistic method for encoding the structure of Arabic subword shapes into a DAG is presented. We chose the DAG representation because it is more expressive than the vector representation, thanks to the relational information it contains. The saliency of an Arabic subword derives from its topology and its geometry, which are highlighted by the shape skeleton. Therefore, relevant pieces of information are extracted from the shape skeleton, giving rise to 3 DAG representations, each of which integrates more information than the previous one. First, we can distinguish three types of points on a skeleton: the end points which only have 1 neighbor, curve points which have 2 neighbors, and branch points which have 3 neighbors, or more. Neighboring curve points can be grouped together and considered as skeletal curves. The end points and branch points provide information about the topology of the shape, while the skeletal curves provide information about its geometry. This is because the skeleton approximates the loci of the center of the pen while the subword is being written. A skeletal curve contains information about the geometry of the shape through its length and curvature:

$$\kappa = \frac{\ddot{x} \dot{y} - \dot{y} \ddot{x}}{\left(\dot{x}^2 + \dot{y}^2\right)^{3/2}}$$

(3.3)
The most salient parts of a curve are given by the curvature extrema and inflection points. Once the curvature extrema are obtained, an inflection point is inserted between two consecutive extrema if their curvature signs are different.

The first DAG representation is the topological DAG (T-DAG), which only contains information about the shape topology. The end points and branch points of the skeletal graph are set as the vertices of the T-DAG, and each skeletal curve will represent an edge of the DAG, connecting two vertices if they were connected by the skeletal curve in the skeleton image. The second DAG representation is the length DAG (L-DAG), which further integrates information about the skeletal curve lengths, by weighting the edges of the T-DAG by the length of the corresponding skeletal curve. The last DAG representation is the curvature DAG (C-DAG), which contains additional information about the curvature of the skeletal curve. For this, each skeletal curve is split at the position of the extrema and inflection points. The curvature extrema and the inflection points of the skeletal curves are added as additional vertices of the L-DAG, where the weight of the edges is equal to the length of the split curves.

The three graphical representations defined previously are, in fact, undirected graphs. In order to transform them into DAGs, a partial order is defined over the graph vertices. This is done by assigning a formation time to each vertex that is equal to its distance from the nearest end point of the skeleton. The distance between two vertices is defined as the weight of the shortest paths between the vertices, i.e. the sum of the weights of the edges traversed by the shortest path. For this transformation, the length of the corresponding skeletal curves will temporarily be assigned to the T-DAG edges as weight. The distance from each vertex to the end points can be obtained using the Dijkstra algorithm, as this task corresponds to a single-source shortest-path problem on a graph. The following partial ordering is used on the graph vertices:

\[ u \leq v : d_u \geq d_v \]  

(3.4)

where \( u \) and \( v \) are vertices of the graph and \( d_u \) and \( d_v \) are their shortest distances from an end point respectively. A path of directed edges between \( u \) and \( v \) exists only if the partial ordering \( u \leq v \) is respected. This ordering puts vertices corresponding to the skeleton’s end points as
leaves of the graph, because their nearest end point is themselves, and so the distance is zero. The goal of this ordering is to make the central part of the subword the source, which can be any type of vertex, even an end point, if the graph only contains end points. The process of formation of the subword DAGs from a subword shape is illustrated in Figure 3.7. First, the shape skeleton is computed. Then, the graph’s topological vertices are identified on the skeleton. The shape in the example contains two end points and no branch points. The T-DAG and the L-DAG are extracted from this set of vertices and skeletal curves. The curvature-based vertices are also identified from the skeletal curve. In this example, we have two curvature extrema and one inflection point. The C-DAG is extracted from this new set of vertices.

Figure 3.7 Formation of the various subword graphs. Topological DAG (T-DAG), length DAG (L-DAG), curvature DAG (C-DAG).
3.6 Experiments

3.6.1 Databases

We evaluated this approach on the Ibn Sina database (Farrahi Moghaddam et al., 2010) for ancient Arabic documents and the IFN/ENIT database (Pechwitz et al., 2002) for modern Arabic documents. The Ibn Sina database is based on a commentary on an important philosophical work by the famous Persian scholar Ibn Sina. This database consists of 60 pages and approximately 25,000 Arabic subword shapes written in the Naskh style (Figure 3.3b). The document images were binarized with a dedicated algorithm (Farrahi Moghaddam and Cheriet, 2010) to preserve the shape’s topology. Each page contains approximately 500 subword shapes. There are 1,200 different classes, but the distribution of the database is highly unbalanced; some classes have up to 5,000 entries, while others have fewer than 5. The diacritics are ignored, and a W-TSV is assigned to each subword shape. The W-TSV size is set to $p = 3$ as most of the skeletal points have at most 3 neighbors.

The IFN/ENIT database was built for a postal application, and contains the names of 946 Tunisian towns and villages spread over 26,459 word images. Approximately four hundred writers participated in its creation. For each connected component of a word shape (subwords and diacritics), a W-TSV of size $p = 1$ is computed. Then all these individual W-TSVs are sorted in descending order and concatenated, in order to form the word shape W-TSV (size $p = 10$). The size of the W-TSV is set according to the maximum number of subwords in a word.

3.6.2 Experimental protocol

The W-TSV is extracted in the following way from a single connected component shape image. First the skeletal graph of the shape is obtained using the divergence ordered thinning algorithm (Dimitrov et al., 2000), with the threshold parameter, which is used to discard irrelevant skeletal branches, set to -7. In order to prevent the formation of loops in the DAG, the holes of the shape are filled in prior to this step. The fork points of the graph are merged...
into a single point once the graph is extracted. The curvature extrema points are found using the algorithm described by He and Yung (2008), and the extrema near the ends of the skeletal curve (distance less than 5 pixels) are ignored. If a shape’s DAG contains more than one source, the W-TSV is computed for each source, and all the W-TSVs are added to form the final shape’s W-TSV. For simplicity, the curve length is set to its number of pixels; for an 8-connected curve, it corresponds to the $L_\infty$ metric. With the 3 DAG representations and the fast and classical computation of the W-TSV, 6 different W-TSVs are evaluated (fast TSV, fast L-TSV, fast C-TSV, TSV, L-TSV, C-TSV).

Some examples from the Ibn Sina database of archigraphemic subwords C-DAG and their fast C-TSV are shown in Figure 3.8. For each shape, the skeleton image is labeled by the C-DAG graph-vertex index. The vertices of the C-DAG are labeled by two numbers. The first number represents the index of the vertex in the C-DAG, and the second number after the colon represents the point type. The meaning of the point type value and its corresponding color on the skeleton image is detailed in Table 3.1. Notice that the C-DAG and the fast C-TSV of the subword shapes are quite different.

<table>
<thead>
<tr>
<th>Vertex type</th>
<th>Value</th>
<th>Color</th>
</tr>
</thead>
<tbody>
<tr>
<td>End point</td>
<td>1</td>
<td>red</td>
</tr>
<tr>
<td>Branch point</td>
<td>3</td>
<td>yellow</td>
</tr>
<tr>
<td>Curvature</td>
<td>10</td>
<td>blue</td>
</tr>
<tr>
<td>Inflection</td>
<td>11</td>
<td>green</td>
</tr>
</tbody>
</table>

The lexicon-reduction method is evaluated on the degree of reduction of the shape database, as well as on the degree of reduction of the lexicon, over the entire query database, achieved for a given accuracy of reduction. A leave-one-out strategy is used for the evaluation; each shape is selected alternately as the query shape and the remaining shapes are considered as constituting the shape database. The results are averaged over the entire database. For the Ibn Sina database, only the first 50 pages are used for this experiment.
Figure 3.8  Arabic archigraphemic subword skeletal graphs, C-DAG (edges weights not shown) and fast C-TSV.
3.6.3 Results and discussion

The lexicon reduction performance on the Ibn Sina and IFN/ENIT databases is shown in Figure 3.9 and Figure 3.10. The trend of the curves is the same for both databases, but also for the shape database reduction, as is the case for the degree of reduction of the lexicon. The performances of the W-TSVs, including geometrical information (L-TSV and C-TSV), are very similar, and better than the performances of the pure topological TSVs, as they achieve a higher degree of reduction for a given accuracy of reduction. Detailed results for specific accuracies of reduction are shown in Table 3.2 and Table 3.3. On the Ibn Sina database, the best performance is achieved by the fast L-TSV, with a database degree of reduction $\rho = 90.96\%$ and lexicon degree of reduction $\rho = 83.33\%$ for an accuracy of reduction of 95%. On the IFN/ENIT database, the best performance is achieved by the fast C-TSV with a database degree of reduction $\rho = 94.97\%$ and lexicon degree of reduction $\rho = 71.33\%$ for an accuracy of reduction of 95%.

On a 2.30 GHz processor and for fully preprocessed shapes, the lexicon reduction time for each query shape against the lexicon database is approximately 7.5 milliseconds for the Ibn Sina database and 10 milliseconds for the IFN/ENIT database. The preprocessing time on the Ibn Sina database is, on average, 2.5 milliseconds, and 53 milliseconds on the IFN/ENIT database.

<table>
<thead>
<tr>
<th>W-TSV type</th>
<th>$\alpha = 90%$</th>
<th>$\alpha = 95%$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Database $\rho$ (%)</td>
<td>Lexicon $\rho$ (%)</td>
</tr>
<tr>
<td>TSV</td>
<td>95.00</td>
<td>86.43</td>
</tr>
<tr>
<td>L-TSV</td>
<td>97.38</td>
<td>91.94</td>
</tr>
<tr>
<td>C-TSV</td>
<td>97.36</td>
<td>91.66</td>
</tr>
<tr>
<td>Fast TSV</td>
<td>94.96</td>
<td>86.05</td>
</tr>
<tr>
<td>Fast L-TSV</td>
<td>97.83</td>
<td>92.94</td>
</tr>
<tr>
<td>Fast C-TSV</td>
<td>97.65</td>
<td>92.47</td>
</tr>
</tbody>
</table>
The W-TSV approach shows better performance for Arabic documents than the classical TSV, both for database pruning and vocabulary reduction. Indeed, most of the subwords share the
same topology, despite having different shapes. Geometrical information is thus needed to improve the discriminative power of the TSV. For W-TSVs including geometrical information, the fast computation show slightly better results than the classical computation, showing the importance of the weights over the structure of the DAG for Arabic word databases. As expected, the fast computation decrease the performances of the TSV. It can be noted that the performance of the L-TSV and C-TSV are very similar. The curvature feature, which modify the structure of the DAG, doesn’t significantly improve the W-TSV performance once the DAG is weighted by the length of the curves. This further shows the importance of the length feature over the structure of Arabic subwords. The main source of error is the variability in the appearance of the word/subword, either because of the writing variations allowed by the Arabic script style or because of the large panel of writers.

The impact of lexicon reduction on a 1-NN archigraphemic subword shape classifier (3.9) has been tested on the Ibn Sina database. The first 50 pages form the shape reference database, and the last 10 pages form the test database. The lexicon was reduced using the fast L-TSV representation, and by keeping the $i$ nearest shapes needed to achieve a given accuracy of reduction (on average, over the cross validation) in the previous experiment. The results, detailed in Table 3.4, show that the decrease in the recognition rate is in the same order as the decrease in the accuracy of reduction, which means that the decrease in the recognition rate is effectively controlled by the accuracy of reduction.

<table>
<thead>
<tr>
<th>W-TSV type</th>
<th>$\alpha = 90%$</th>
<th>$\alpha = 95%$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Database $\rho$ (%)</td>
<td>Lexicon $\rho$ (%)</td>
</tr>
<tr>
<td>TSV</td>
<td>96.85</td>
<td>76.45</td>
</tr>
<tr>
<td>L-TSV</td>
<td>97.63</td>
<td>81.19</td>
</tr>
<tr>
<td>C-TSV</td>
<td>97.75</td>
<td>81.97</td>
</tr>
<tr>
<td>Fast TSV</td>
<td>95.39</td>
<td>67.36</td>
</tr>
<tr>
<td>Fast L-TSV</td>
<td>97.93</td>
<td>83.56</td>
</tr>
<tr>
<td>Fast C-TSV</td>
<td>98.01</td>
<td>84.03</td>
</tr>
</tbody>
</table>
Table 3.4  Impact of lexicon reduction on the archigraphemic subword shape classifier

<table>
<thead>
<tr>
<th>Accuracy of reduction $\alpha$ (%)</th>
<th>Classifier recognition rate (%)</th>
<th>Reduced database size $i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>86.23</td>
<td>20681</td>
</tr>
<tr>
<td>95</td>
<td>84.57</td>
<td>1869</td>
</tr>
<tr>
<td>90</td>
<td>79.07</td>
<td>449</td>
</tr>
</tbody>
</table>

3.6.4  Comparison with other methods

The proposed method has been compared to existing approaches for Arabic script. These approaches first reduce the lexicon based on the subword counts, and then use a dot descriptor string. On the Ibn Sina database, only the dot descriptor is used, as the recognition is performed at the subword level. First, the dot string matching is evaluated, under the assumption that the dot descriptor extraction from the subword images has an ideal behavior. This experiment is referred to as ideal diacritic matching and will provide upper bound results for the dot-based approaches. Then, a rule based method, similar to that of Mozaffari et al. (2008a) was used to extract the dot descriptor from the images. Single, double and triple dots are detected and represented by a two-character label representing the number of dots and their positions (up or down) with respect to their base shape. Finally, all the labels are concatenated into a string. The lexicon is reduced based on the string-edit distance from the ideal dot descriptors of the lexicon. The edit cost is 1 for each missing/additional dot, and the value 2 is added to the cost in case of position mismatch. For an ease of comparison, the reduction efficacy measure $\eta = \alpha^k \cdot \rho$ is also used, with $k = 1$, in order to give equal importance to $\alpha$ and $\rho$. The results on the Ibn Sina database are shown in Table 3.5. The proposed method performs better than the dot-based approach, even for the ideal matching. This result shows the low discriminative power of the dot descriptor at the subword level. This is because most of the subwords have only one diacritical mark, or none at all. On the IFN/ENIT database, the performance of the proposed method is in the range of the other approaches (Table 3.6). The W-TSV approach uses the subword shape and the subword count in each word, as each connected component represents an element of the word W-TSV. The W-TSV approach is therefore complementary to the dot descriptor approach, and a combination of the two would improve the results. In-
spite of the lower performance of the W-TSV than the best method on IFN/ENIT, it has some advantages. First, no a priori knowledge is needed, while the other approaches must perform the identification of subwords and the recognition of diacritics. Also, for lexicon reduction, it has a computational complexity of the order of $O(N)$, where $N$ is the length of the W-TSV vector, while the dot-based approaches have a complexity of the order of $O(M \cdot N)$ due to the string-edit distance, where $M$ and $N$ are the lengths of the strings.

Table 3.5  Comparison with a dot matching lexicon-reduction method on the Ibn Sina database

<table>
<thead>
<tr>
<th>Method</th>
<th>$\alpha$ (%)</th>
<th>$\rho$ (%)</th>
<th>$\eta$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ideal diacritics matching</td>
<td>100</td>
<td>74.96</td>
<td>74.96</td>
</tr>
<tr>
<td>Diacritics matching</td>
<td>75.38</td>
<td>72.88</td>
<td>54.94</td>
</tr>
<tr>
<td>Proposed method (Fast L-TSV)</td>
<td>90.0</td>
<td>92.94</td>
<td>83.64</td>
</tr>
</tbody>
</table>

Table 3.6  Comparison with other lexicon-reduction methods on the IFN/ENIT database

<table>
<thead>
<tr>
<th>Method</th>
<th>$\alpha$ (%)</th>
<th>$\rho$ (%)</th>
<th>$\eta$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subword count and diacritics matching (Mozaffari <em>et al.</em>, 2008a)</td>
<td>74</td>
<td>92.5</td>
<td>68.5</td>
</tr>
<tr>
<td>Improved subword count and diacritics matching (Wshah <em>et al.</em>, 2010)</td>
<td>94.6</td>
<td>85.6</td>
<td>81.0</td>
</tr>
<tr>
<td>Proposed method (Fast L-TSV)</td>
<td>90.0</td>
<td>83.6</td>
<td>75.2</td>
</tr>
</tbody>
</table>

3.7  Conclusion

In this paper, we proposed the W-TSV representation, a generalization of the TSV for weighted DAG indexing. The stability and robustness to small weights perturbation of the W-TSV have been studied. The W-TSV has been applied for holistic lexicon reduction of handwritten Arabic words/subwords. The topology and the geometry of the word/subword shape is first converted into a DAG and then transformed into a low dimensional vector using the W-TSV representation. Three different DAG representations and a fast W-TSV computation approach have been proposed. The W-TSV has shown better performances than the original TSV. This approach is complementary to the dot based lexicon reduction approaches for Arabic documents. The
processing speed of this approach can be further improved by parallelizing the thinning algorithm and the nearest neighbors search. In future work, this approach will be extended to other scripts such as Chinese, the main challenge being to properly encode the shape loops into the DAG representation. The proposed DAG representations are invariant to shape rotation, and so directional information will be added to improve performance. Moreover, the combination of the W-TSV representation and other shape representations, such as geometrical moments, will be explored.

3.8 Acknowledgments

The authors thank the NSERC and SSHRC of Canada for their financial support.

3.9 Appendix - Archigraphemic subword shape classifier

The archigraphemic subword shape classifier is a holistic classifier, based on a nearest-neighbor strategy (1-NN). A contour-based representation is chosen for its complementarity with the skeleton representation used for lexicon reduction. The subword contour is represented using the square root velocity (SRV) representation (Joshi et al., 2007; Srivastava et al., 2011), where the contour is considered as a simple (non self-intersecting) closed curve. The curve is defined on the $L^2$ Hilbert space, and has value in the $\mathbb{R}^2$ Euclidean space. This representation allows shape matching, while being invariant to translation and scaling by embedding the contour curve of the shapes on an appropriate manifold. The curve $f$ is parameterized by $t$ over the domain $D = [0, 1]$. First, $f$ is normalized to unit length, in order to remove the effect of scale. The curve is then represented using the SRV representation:

$$q(t) = \frac{\dot{f}(t)}{\sqrt{||\dot{f}(t)||}}$$

This representation is invariant to translation as it uses the derivation of $f$. It also preserves the unit length constraint on $f$:

$$\int_D ||q(t)||^2 dt = \int_D ||\dot{f}(t)|| dt = 1$$
Therefore, the set of all curves under the SRV representation forms a unit hypersphere in $L^2$. Furthermore, the original curve $f$ can be recovered up to translation from $q$:

$$f(t) = \int_0^t q(s) \|q(s)\| \, ds$$

(3.7)

The geodesic distance between two curves $q_1$ and $q_2$ is defined as $d(q_1, q_2) = a\cos(\langle q_1, q_2 \rangle)$. The best curve alignment is sought, in order to decrease the influence of handwriting variability on the recognition process. As the contour curves are closed, the best origin of the curve parameterization is found first, and then the curves are aligned using dynamic programming. After lexicon reduction, only the shapes contained in the reduced lexicon are considered by the 1-NN classifier. Other values of $k$ have been tested for this $k$-NN classifier, but without significant improvement.
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Abstract

Word recognition systems use a lexicon to guide the recognition process in order to improve the recognition rate. However, as the lexicon grows, the computation time increases. In this paper, we present the Arabic word descriptor (AWD) for Arabic word shape indexing and lexicon reduction in handwritten documents. It is formed in two stages. First, the structural descriptor (SD) is computed for each connected component (CC) of the word image. It describes the CC shape using the bag–of–words model, where each visual word represents a different local shape structure, extracted from the image with filters of different patterns and scales. Then, the AWD is formed by sorting and normalizing the SDs. This emphasizes the symbolic features of Arabic words, such as subwords and diacritics, without performing layout segmentation. In the context of lexicon reduction, the AWD is used to index a reference database. Given a query image, the reduced lexicon is obtained from the labels of the first entries in the indexed database. This framework has been tested on Arabic word databases. It has a low computational overhead, while providing a compact descriptor, with state–of–the–art results for lexicon reduction on the Ibn Sina and IFN/ENIT databases.
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4.1 Introduction

Arabic word recognition is an active field of research (Lorigo and Govindaraju, 2006; Al-Hajj Mohamad et al., 2009; Giménez and Juan, 2009; Märgner and El Abed, 2011; Slimane et al., 2011; Dreuw et al., 2012). Most word recognition systems (WRS) use a lexicon, which is made up of a set of accepted words, to limit their output to valid words. The recognition rate is improved by testing all the lexicon word hypotheses, although this is achieved at the expense of a loss of recognition speed. A processing time as long as 4 seconds for a single word (Märgner and El Abed, 2009; Märgner and El Abed, 2010), even in competitive Arabic WRS, is not acceptable in an industrial context. Lexicon reduction methods have been developed to alleviate this problem, which dynamically reduce the lexicon based on the input images. Unfortunately, if this happens, not only does the accuracy decrease, but the WRS won’t recover the true label. The sources of error are the same as those for word classifiers, which are affected by the handwriting variability (Park, 2002) of individuals, and even of a single individual, and the level of degradation of the documents, which is typically high in historical texts (Hedjam et al., 2011). Lexicon reduction methods must manage the difficult trade-off between reducing the size of a lexicon and maintaining a high level of accuracy on the retained word hypotheses. In other words, these methods must improve the WRS processing speed without decreasing its recognition rate. In addition, a successful lexicon reduction system must be efficient to compute, in order to minimize its impact on the WRS processing speed, and it should capture discriminative lexicon word shape features to provide good performance.

Unlike Latin script, Arabic script is written from right to left, and the alphabet is composed of 28 letters instead of 26 (Figure 4.1). The shape of the letters is dependent on their position in the word, and is usually different if they are at the beginning, middle, or end of a word. Six letters (‘,’ ‘D’, ‘D’’, ‘R’, ‘Z’, and ‘W’) can be connected only if they appear in a final position; if they appear in initial or medial position, a space is inserted after them and the word is broken into subwords. Several letters share the same base shape and are only distinguishable...
by diacritics in the form of one, two, or three dots appearing above or below the shape. The features of Arabic words are illustrated in Figure 4.2.

Figure 4.1 Arabic letters with their ISO 233 transliteration.

Figure 4.2 An Arabic word with its subwords (solid lines) and diacritics (dashed lines).

The problem of lexicon reduction was initially investigated for Latin script. The simplest method is based on the length of the word, as it allows discrimination between short and long words. The most common feature extracted from a word image is a sequence of ascenders and descenders (Carbonnel and Anquetil, 2004). The sequence is matched against features extracted from synthetic images of words in the lexicon, using regular expressions (Palla et al., 2004) or the string edit distance (Madhvanath et al., 2001). Lexicon reduction is then performed by discarding the unmatched lexicon entries. More advanced features are often used in combination with an analytic classifier. Zimmermann and Mao (1999) form a regular expression from key characters, which represent an unambiguous recognition of a character-level
classifier. Bertolami et al. (2008) propose a HMM based on shape code models, where each shape code represents multiple letters. A list of regular expressions is then obtained from the top ranked shape code sequences of the HMM.

Research on lexicon reduction has been given new impetus in recent years with the increasing interest in Arabic script (Mozaffari et al., 2007). Novel methods are being built, based on the specificities of Arabic words, and they can be classified in two groups. One group of methods considers only the diacritic information and subword counts, ignoring the subword shape. Mozaffari et al. (2008a) proposed the first of these methods, in which the lexicon is pruned based on the estimated number of subwords, and then the diacritics are categorized according to their type (1, 2, or 3 dots) and their positions relative to the base shape (above or below); finally, a sequence of diacritics is formed and matched against synthetic models of the remaining lexicon words. The diacritic categorization step has since been improved by Wshah et al. (2010), thanks to a better estimation of their positions and the use of a convolutional neural network to recognize their type. The other group of methods considers the subword shape, and are based on the skeleton image. Chherawala and Cheriet (2012a) propose a spectral method for indexing skeleton shapes, where the skeleton is modeled as a weighted graph using topological and geometrical features. Lexicon reduction is then performed by indexing a reference database of subword shapes and selecting the labels of the top ranked database entries. Asi et al. (2012) propose a hierarchical organization of subword skeleton shapes, where the bottom layer represents the original shapes and the top layer their coarse representations. The shapes of a given layer are simplified and then clustered to form the next level. Given a query shape, the lexicon is reduced by traversing the hierarchy in top–down fashion and by skipping the less promising clusters.

In this paper, we propose to represent the shape of Arabic words using the Arabic word descriptor (AWD). It encodes the shape of the image connected components (CCs) while emphasizing the symbolic features of Arabic words, such as subwords and diacritics.

A structural descriptor (SD) is used to encode the shape of each CC, based on the bag–of–words (BOW) model (Yang et al., 2007), which has been successful for image retrieval and classifica-
tion (Lazebnik et al., 2006; Quelhas et al., 2007; Wu and Hoi, 2011; Zhou et al., 2013), as well as for shape matching (Mori et al., 2005). A set of pattern filters representing different patterns at different scales is used to extract local features, called pixel descriptor (PD), for each point of the CC skeleton image. The PDs are assigned to their nearest visual word from a predefined codebook of the feature space. The SD is then formed as a histogram representing the number of occurrences of each visual word. The SD is well suited for lexicon reduction, because it allows efficient shape matching by vector comparison. Finally, the AWD is formed by sorting and normalizing the SDs of all the CCs. It incorporates information about the shape and count of the subwords and diacritics into a single vector, without performing any word layout analysis. In the context of lexicon reduction, the AWD is used to index a reference database of word shapes. The labels of the top ranked database entries form the reduced lexicon. We show the AWD’s high performance for lexicon reduction with low computational overhead.

This paper is an extension of the work published by Chherawala et al. (2012). In particular, the extension of the methodology includes a larger set of filters for image feature extraction. The experimental evaluation has also been significantly improved, by combining lexicon reduction with word recognition tasks.

The rest of this paper is organized as follows: Section 4.2 explains the concept of the pixel descriptor. Section 4.3 describes the formation of the structural descriptor. Section 4.4 explains the formation of the Arabic word descriptor. Section 4.5 gives an overview of the lexicon reduction system. Section 4.6 presents our experimental results.

4.2 Pixel descriptor

The pixel descriptor (PD) is a feature vector which describes the local shape structure. It is computed on the skeleton image, which highlights the shape structure. Note that only the skeleton pixels are considered, as they provide the most information on the shape of the word. The PD is formed from the output of various image filters, called pattern filters. We first describe the pattern filters and PD formation, and then we provide a structural interpretation of the PD.
4.2.1 Pattern filters and pixel descriptor formation

Pattern filters are designed to detect specific structural patterns at a given scale around each skeleton pixel of the skeleton image. We assume that the skeleton image \( I \) is binary, having skeleton pixels with a value of 1 and background pixels with a value of 0. For computational efficiency, we have chosen rectangular filters, because they can be efficiently computed using the integral image (Viola and Jones, 2004). We define a family of five patterns to describe the local structure of skeleton images. The patterns comprise a square and four lines of orientation 0, 45, 90, and 135 degrees (Figure 4.3). The square filter is the most isotropic, given the rectangular filter constraint. All the filters are square windows of width \( w \), which also represents their scales, with masked areas to form the pattern. The square pattern have no mask, the 0° and 90° lines are masked by two rectangles of size \( w \times w/4 \), while the 45° and 135° lines are masked by two squares of size \( w/2 \times w/2 \). The patterns are similar to the Haar-like features, the difference is that the value of masked area are ignored instead of being substracted.

Each pattern filter defines a specific neighborhood around the skeleton pixel and it counts the number of skeleton pixels falling inside their patterns. The output of the filter is normalized by the filter scale. Considering the filter as an image, the value of the pixels of the pattern area is 1, and the value of the pixels of the masked area is 0. The output \( f \) of a filter \( F \) of scale \( w \) at a pixel of position \((x, y)\) of the skeleton image \( I \) is given by:

\[
f = \frac{1}{w} \sum_{0 \leq i, j < w} F(i, j) \cdot I \left( x + i - \left\lfloor \frac{w}{2} \right\rfloor, y + j - \left\lfloor \frac{w}{2} \right\rfloor \right)
\]

where \( F(i, j) \) and \( I(i, j) \) are the values of \( F \) and \( I \) at the position \((i, j)\), and \( \lfloor x \rfloor \) represents the floor of \( x \). The values outside the bounds of \( I \) are considered to be 0.

The PD is then formed from the concatenation of the output of \( n \) pattern filters \( PD = [f_1 \ldots f_i \ldots f_n]^T \), where \( f_i \) is the output of the filter \( F_i \). All the filters \( F_i \) are unique, and are differentiated either by their patterns or by their scales. Each filter provides a differ-
ent insight into the pixel neighborhood. The PD is therefore a signature of the local structure surrounding the pixel.

![Pattern filters. The gray areas are masked.](image)

**Figure 4.3** Pattern filters. The gray areas are masked.

### 4.2.2 Structural interpretation

The outputs of the pattern filters composing the PD provide a geometrical and topological interpretation of the skeleton pixels (Figure 4.4). When the response of a line filter is close to 1 for a given skeleton pixel, a local skeleton curve has the same orientation as the filter. The case of the square filter is more interesting. A response close to 1 indicates that the skeleton pixel belongs to a simple curve structure (curve with no self intersection), while responses that are significantly smaller or bigger are indicators of pixels in the neighborhood of end points and branch points respectively. The square filter is therefore an indicator of the local skeleton topology. All these considerations only hold on the condition that the filter scale is small enough to not be perturbed by spatially close structures.

### 4.3 Structural descriptor

The structural descriptor (SD) is a feature vector describing word shapes. It is based on the BOW model, which represents the distribution of image features extracted at selected keypoints. The skeleton shape image is considered to highlight the shape topology and geometry. All the skeleton pixels are considered as keypoints, as it has been shown that dense sampling provides better results for lexicon reduction (Chherawala et al., 2011). Given a set of pattern filters, a set of PDs \( \{PD_1 \ldots PD_n\} \) is extracted from the skeleton image, where \( n \) is the num-
Figure 4.4  Response of pattern filters. (a) Original word shape. (b) Response of various pattern filters on the skeleton image.

Figure 4.5  Formation of the structural descriptor. (a) Shape image. (b) Set of extracted pixel descriptors, given the skeleton image and a set of pattern filters. (c) Assignment of each pixel descriptor to the visual word of its nearest pixel prototype. (d) Structural descriptor: histogram of the occurrence of visual words. (e) Illustration of the structure encoded by each visual word on the original shape, the shape pixels are shown with the color of their pixel prototypes (for clarity, the original shape image is shown, instead of the skeleton image).

ber of skeleton pixels in the image. In order to build the codebook, the entries of the PDs are normalized to zero mean and unit variance across the reference database. The PD is quantized using the \(k\)-means algorithm, which outputs \(k\) pixel prototypes, representing the skeleton im-
age visual words. The SD of a given skeleton image is built by first assigning each of its PD to the visual word of its nearest prototype and then forming a histogram from the number of occurrences of each visual word in the image. The process of the formation of the SD is shown in Figure 4.5 and summarized in Algorithm 1.

We consider that the SDs are embedded in the vector space \( \mathbb{R}^k \). Using the Euclidean metric, the complexity for computing the distance between two SDs is \( O(k) \). Given two structural descriptors \( \text{SD}_1 \) and \( \text{SD}_2 \), representing two different shapes, where \( \text{SD}(i) \) represents the \( i^{th} \) entry of the descriptor, the distance between the two SDs is

\[
\sqrt{\sum_{i=1}^{k} (\text{SD}_1(i) - \text{SD}_2(i))^2}
\]

The distance is commensurate with the number of unmatched visual words. This approach is therefore similar to the pairing of similar substructures between two skeleton images. It is adapted to the description of Arabic word shapes, as the vector quantization provides some tolerance to handwriting variability.

Algorithm 1 Structural descriptor computation

**Input:** shape image; pattern filter set \( E \); database pixel descriptor statistics (mean and standard deviation); \( k \)-means prototypes \( \{ P_i \} \)

**Output:** Structural descriptor

1. Compute the shape skeleton
2. Compute the pixel descriptor for each skeleton pixel using \( E \)
3. Normalize the pixel descriptors with the database statistics and assign them the visual word of their nearest \( P_i \)
4. Form the SD as the histogram of the visual words in the skeleton image

4.4 Arabic Word Descriptor

The SD is holistic, which means that it considers the image as a whole. This approach fails to incorporate symbolic information related to the various units forming the Arabic words, i.e. the subwords and the diacritics. In this section, we adapt the SD to the Arabic word descriptor
(AWD), which further integrates information on the subword counts and diacritics. We assume that the subwords and diacritics correspond to CCs of the image. First, the SD of each CC is computed. Then, like the idea introduced by Chherawala and Cheriet (2012a) that was never developed, the SDs are sorted in descending order with respect to the number of pixels in their respective CC skeleton. This ordering is expected to rank the largest subwords first and the diacritics last. The sorted descriptors are then concatenated into the Arabic word descriptor \( AWD = [SD_1 \ldots SD_c]^T \), where \( c \) is the number of CCs in the image and \( \{SD_i\} \) are the sorted CC descriptors \( 1 \leq i \leq c \) – see Figure 4.6 for an illustration. This ordering has three main advantages:

- It avoids the difficult task of explicit classification of the CCs into diacritics or subwords, as confusion arises with single letter subwords (Wshah et al., 2010).
- It avoids spatial ordering of the CCs, which is also a difficult problem because Arabic subwords can overlap each other horizontally, and the vertical ordering for the diacritics is based on the estimation of the baseline, which is a problem in itself (Pechwitz and Märgner, 2002).
- It is more tolerant to changes in topology, such as touching, broken or missing CCs like diacritics, as in most cases these modifications have a relatively small impact on the number of pixels in the original CC.

As the SDs are sorted, the first entries of the AWD will be more prominent than the last entries. In order to give equal importance to the subwords and the diacritics, all the AWD entries are normalized to have zero mean and unit standard deviation. The AWD size is set to contain \( m \) SDs. If the number of CCs in an image is smaller than \( m \), the AWD is padded with zeros (absence of CCs). Otherwise, it is truncated.
Figure 4.6 Construction of the Arabic word descriptor (AWD) – see text for details.

\[
AWD = [SD_1, SD_2, SD_3, SD_4, SD_5, SD_6]^T
\]

Figure 4.7 Lexicon reduction system overview.

4.5 Lexicon reduction system

4.5.1 System overview

The lexicon reduction system is based on shape indexing. A reference database is composed of word shape images with their corresponding labels \(L_i\). The set of labels contained in the database forms the application lexicon, and so each lexicon word must be represented by at least one image. The more images there are per lexicon word, the better the modeling of
handwriting variability. This database is processed by computing the AWD for each of its images, given a set of pattern filters for local feature extraction. During the lexicon reduction phase, the system takes a word image segmented from the original document as input. The AWD of the query word is first computed, and then it is compared to the AWDs in the reference database in the AWD vector space. The reference database entries are then sorted in ascending order, according to their distance from the query word AWD. The reduced lexicon is finally obtained by considering the labels of the first $\text{max}_{\text{rank}}$ entries of the sorted database, where $\text{max}_{\text{rank}}$ is a parameter provided to the system. The reduced lexicon is then fed to the word recognition system. This lexicon-reduction system is illustrated with images segmented at the subword level in Figure 4.7.

4.5.2 Performance measure

When a query word is submitted to a lexicon-reduction system, two criteria are important to assess the performance of the system. The first is accuracy, with value 1 if the reduced lexicon contains the true label of the query word, otherwise 0, in which case the WRS is bound to fail. The second is lexicon size reduction, which is expressed as $1 - \frac{R}{L}$, where $L$ is the size of the original lexicon and $R$ is the size of the reduced lexicon. If we consider accuracy and reduction as random variables over a test dataset, their expected values are noted as the accuracy of reduction $\alpha$ and the degree of reduction $\rho$ respectively. A system with an accuracy of reduction and a degree of reduction that are both close to 1 achieves good performance. However, it is difficult to optimize $\alpha$ and $\rho$ at the same time, as a high degree of reduction increases the chances that the true label will be discarded. The reduction efficacy $\eta = \alpha \cdot \rho$ is also used as a unified measure. In this case, a lexicon-reduction system is evaluated using $\alpha$, $\rho$, and $\eta$ (Madhvanath et al., 2001).
4.6 Experiments

4.6.1 Databases

We evaluate our approach on two Arabic word databases. The first is the Ibn Sina database (Farrahi Moghadam et al., 2010), which is based on a commentary on an important philosophical work by the Persian scholar Ibn Sina (Figure 4.8). It contains 60 pages from a manuscript copied by a single writer, and is labeled at the subword level. This represents approximately 25,000 subword images and 1200 different classes using archigrapheme label encoding (Chhewala and Cheriet, 2012a), which ignores diacritic information. The first 50 pages are used for the evaluation of our lexicon reduction system. The second is the IFN/ENIT database (Pechwitz et al., 2002), which contains the names of Tunisian cities and villages (Figure 4.9). Approximately 400 writers participated in its creation. It is labeled at the word level, and contains 26,459 word images representing 946 classes. It is composed of five sets (A, B, C, D, and E), the first four being used for the evaluation of our lexicon reduction system. As the image resolution is high in this database, it has been decreased by 2 to improve the processing speed. Also it brings both databases approximately to the same scale.

Figure 4.8 Text sample from a page of the Ibn Sina database.
4.6.2 Experimental protocol

The skeleton image is obtained with the thinning algorithm of MATLAB. Then, a set of 40 pattern filters is used for the feature extraction, containing the 5 patterns (square and lines at 0, 45, 90, and 135 degrees) each at 8 different scales (5, 9, 15, 21, 25, 31, 41, 51). The largest scale is bigger than the average size of the database subwords. Because the total number of pattern filters is small, no feature selection algorithm has been used. Therefore the only free parameters of the system are $m$, the maximum number of CCs in the AWD, and $k$, the number of pixel prototypes. The choice of $m$ is guided by level of segmentation of the database. For the Ibn Sina database, labeled at the subword level with archigraphemes encoding, the AWD is built from only one CC ($m = 1$). This setting allows to focus on the subword body and implicitly ignore the diacritics. For the IFN/ENIT AWD, $m$ is set to 20, in order to take into account all the subwords and most of the diacritics, even for large words. For the choice of $k$, different values have been tested on a subset of the database (results not shown). For Ibn Sina, the values \{10, 20, 30, 40, 50, 60, 70, 80\} were considered, and we obtained best results for 60 but with only a slight improvement of performance over 50. We therefore favored the simplest model among these two and chose $k = 50$. For IFN/ENIT, the values \{1, 5, 10, 15\} were considered. These values are smaller than for Ibn Sina, in order to limit the total size of the AWD ($k \times m$). The best results were obtained for $k = 5$. For the construction of the SD, the seeds of the $k$-means clustering are initialized using the $k$-means++ algorithm (Arthur and Vassilvitskii, 2007).
Our framework is evaluated by cross validation. The whole database is split into 10 folds for the evaluation (outer folds), where the folds are each considered successively as the test database and the remaining folds form the reference database of the system. The results on the outer folds are averaged, in order to provide a measure of performance on the whole database.

The experiments are performed on a computer with a 2.3 GHz AMD Phenom(tm) 9600B Quad-Core processor, 4 Go of RAM and Windows 7 Enterprise as OS. The code is single threaded, and has been implemented as MATLAB scripts, except the feature extraction with pattern filters which has been implemented in C++. The processing times are given for this configuration.

### 4.6.3 Lexicon reduction performance

The results of the lexicon reduction performance on both databases are shown in Figure 4.10. The degree of reduction $\rho$ is plotted for different accuracies of reduction $\alpha$. The degree of reduction remains high, even for $\alpha > 70\%$, and then it drops quickly with a large standard deviation as $\alpha$ approaches 100%. Detailed results are shown in Table 4.1 for specific reduction accuracies. The system performs better on the Ibn Sina database than on the IFN/ENIT one. In particular, for $\alpha$ up to 70%, $\max_{\text{rank}} = 1$ on the Ibn Sina database, which means that the SD would achieve a recognition rate of 70% by considering the label of its nearest neighbor. Some results of reference database indexing are shown in Figure 4.11.

<table>
<thead>
<tr>
<th>$\alpha$ (%)</th>
<th>Ibn Sina $\rho$ (%)</th>
<th>Ib Sina $\eta$ (%)</th>
<th>IFN/ENIT $\rho$ (%)</th>
<th>IFN/ENIT $\eta$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>90.0</td>
<td>99.8 ± 0.0</td>
<td>89.8</td>
<td>92.1 ± 1.0</td>
<td>82.9</td>
</tr>
<tr>
<td>95.0</td>
<td>97.4 ± 1.2</td>
<td>92.6</td>
<td>82.1 ± 1.8</td>
<td>78.0</td>
</tr>
</tbody>
</table>

Representative pixels of visual words are shown in Figure 4.12 (figure best viewed by zooming on a computer screen). A different color is assigned to each visual word. Note that the pixels are clustered according to their topology and geometry, with a different color for branch points and end points, as well as for different orientations.
The proposed approach produces compact descriptors. The AWD is a 50D vector for the Ibn Sina database, and a 100D vector for the IFN/ENIT database. Also, the computational overhead is relatively small. The average processing time for each word, from the raw image to the formation of the AWD, is 7.0 ms on the Ibn Sina database and 14.0 ms on IFN/ENIT. The average time of lexicon reduction for each query word against the full database is 5.0 ms on Ibn Sina and 6.7 ms on IFN/ENIT.

4.6.4 Analysis of the ADW formation steps

The AWD formation relies on two main steps, sorting the SDs and normalize its entries. In this section, we analysis the relevance of these two steps for lexicon reduction. First, we compare the proposed sorting approach, based on the number of pixels of each CC’s skeleton, against 3 simple approaches based on the position of each CC. These approaches sorts the CCs from right to left based on 3 different criteria, respectively the right end, the left end, and the horizontal centroid positions of each CC. All the formed descriptors are compared with and without normalization. The IFN/ENIT database is used for this experiment. The database is separated into 10 folds, 9 folds forms the reference database and the last fold the test database. The results are shown in Table 4.2 for target accuracies of reduction of 90% and 95%. We first
Figure 4.11  Database indexing based on the AWD. For each row, the first element is the query word image, while the remaining images are the first elements of the sorted reference database. The elements sharing the same label as the query are surrounded by a solid line box.

notice that for all the sorting approaches, the normalization increases the degree of reduction. Among the position based sorting approaches, the best results are obtained for the right end criterium. This is certainly linked to the fact that Arabic is written from right to left. For
Figure 4.12  Visual words on Ibn Sina and IFN/ENIT databases. The original word image (black) and its partition into visual words, where each color corresponds to one visual word. For clarity, the partition is shown on the original image instead of the skeleton, using the visual word color of the nearest skeleton pixel.

\( \alpha = 90\% \) and with descriptor normalization, the right end approach is slightly better (1.4\%) than the proposed approach based on the number of pixels. Nevertheless, for \( \alpha = 95\% \), it is clearly outperformed (6.5\%) by the proposed approach. It shows that sorting based on the number of pixel is more robust than position based criteria for high accuracy of reduction.

Table 4.2  Comparison of different AWD steps for lexicon reduction

<table>
<thead>
<tr>
<th>Sorting approach</th>
<th>Norm.</th>
<th>( \rho (%) ) (( \alpha = 0.90 ))</th>
<th>( \rho (%) ) (( \alpha = 0.95 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right end</td>
<td></td>
<td>91.8</td>
<td>73.7</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>93.6</td>
<td>77.3</td>
</tr>
<tr>
<td>Left end</td>
<td></td>
<td>83.6</td>
<td>58.2</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>88.6</td>
<td>62.7</td>
</tr>
<tr>
<td>Centroid</td>
<td></td>
<td>85.2</td>
<td>63.4</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>90.8</td>
<td>67.5</td>
</tr>
<tr>
<td>Num. pixel</td>
<td></td>
<td>87.3</td>
<td>72.3</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>92.3</td>
<td>83.8</td>
</tr>
</tbody>
</table>
4.6.5 Combination with a holistic word recognition system

The chosen holistic WRS performs recognition at the subword level. Each subword is described by the square–root velocity (SRV) representation (Srivastava et al., 2011). The subword contour is projected on a Riemannian manifold, where it is represented as a sequence of velocity points normalized by their square–root velocity. This representation is invariant to scaling and rotation, but the rotation invariance is removed for this application. The SRV is also tolerant to elastic deformations, which often occur during the handwriting process. The dynamic programming algorithm of Chherawala and Cheriet (2012b) is used for optimal SRV sequence alignment. The subwords are classified using a nearest neighbor classifier (1-NN) with the SRV metric. This system has been implemented in C++, and is evaluated on the Ibn Sina database, with the first 50 pages used as the reference database and the remaining 10 pages as the test set. The pixel prototypes are computed on the reference database, and then the SDs are formed for the whole database. During recognition, lexicon reduction is implicitly performed by ignoring all the reference database entries with a rank larger than \( \max_{\text{rank}} \) in the indexed database.

The recognition rate, along with the actual degree of accuracy and degree of reduction on the test set, as well as the average processing time per subword, are shown in Table 4.3 for different values of \( \max_{\text{rank}} \), expressed here as a percentage of the size of the reference database. The value of \( \max_{\text{rank}} \) goes from 0.1% of the reference database up to 100%, which corresponds to the case where the WRS is run without lexicon reduction. We can see that, as \( \max_{\text{rank}} \) decreases, the accuracy of reduction as well as the classifier recognition rate both decrease, while the degree of reduction increases. A high accuracy of reduction is achieved with \( \max_{\text{rank}} \) as small as 1% of the reference database, for a system 75 time faster and a drop in the recognition rate of just 1.5% compared to the classifier with the full lexicon.

The speed improvement is commensurate with \( \max_{\text{rank}} \), as only the entries ranked below it are considered during the nearest neighbor search. The computation of a single SRV distance is 0.26 milliseconds, and the matching against large databases takes several seconds. Therefore, database indexing is needed for fast Arabic handwriting recognition using shape analysis.
methods, such as the SRV or the shape context (Belongie et al., 2002). In the general case of holistic WRS, where there are as many word models as there are entries in the lexicon, the speed improvement is commensurate with the degree of reduction.

Table 4.3 Lexicon reduction influence on a holistic word recognition system on the Ibn Sina test set

<table>
<thead>
<tr>
<th>$max_{\text{rank}}$ (%)</th>
<th>$\alpha$ (%)</th>
<th>$\rho$ (%)</th>
<th>Classifier recognition rate (%)</th>
<th>Avg. proc. time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>100</td>
<td>-</td>
<td>86.2</td>
<td>6376</td>
</tr>
<tr>
<td>15</td>
<td>93.5</td>
<td>85.1</td>
<td>86.2</td>
<td>893</td>
</tr>
<tr>
<td>10</td>
<td>93.4</td>
<td>87.9</td>
<td>86.1</td>
<td>608</td>
</tr>
<tr>
<td>5</td>
<td>93.0</td>
<td>92.4</td>
<td>85.9</td>
<td>320</td>
</tr>
<tr>
<td>1</td>
<td>91.6</td>
<td>98.0</td>
<td>85.6</td>
<td>85</td>
</tr>
<tr>
<td>0.1</td>
<td>87.9</td>
<td>99.7</td>
<td>83.3</td>
<td>35</td>
</tr>
</tbody>
</table>

4.6.6 Combination with an analytic word recognition system

The analytic word recognition system is based on the well known HMM. We implemented the system proposed by Azeem and Ahmed (2012) which we first describe. A set of 16 concavity features are extracted from the word image using the sliding window approach. The frame width is of 6 pixels, and there is an overlap of 3 pixels between consecutive frames. The delta and acceleration features are also computed, leading to a total of 48 features for each frame. An HMM model with 6 emitting states and a mixture of 64 Gaussians per state is trained for each symbol of the alphabet. The word level HMM is built by concatenating the HMMs of the symbols forming the word. During the recognition, all the word level HMMs of the lexicon are tested and the word hypothesis having the highest likelihood is chosen as the recognized word. We used the HTK (Young et al., 2006) implementation of HMM to build this system. It has been trained on the sets A, B, C, and D of the IFN/ENIT database, and tested on the set E.

Here as well, the pixel prototypes are computed from the training sets and then the AWDs are formed for the whole IFN/ENIT database. The lexicon is dynamically reduced using our approach for different values of $max_{\text{rank}}$. The results are shown in Table 4.4. We see that
the accuracy of reduction drops progressively with respect to max\textsubscript{rank}. It is therefore harder to achieve high performance for both accuracy of reduction and degree of reduction. A good compromise between the classifier recognition rate and the average processing time per image is achieved by considering max\textsubscript{rank} = 15\%, for a drop of the recognition rate of 3.2\% for a speed improvement of approximately 20\%, compared to the WRS with a full lexicon.

Table 4.4  Lexicon reduction influence on an analytic word recognition system on the IFN/ENIT set E

<table>
<thead>
<tr>
<th>max\textsubscript{rank} (%)</th>
<th>α (%)</th>
<th>ρ (%)</th>
<th>Classifier recognition rate (%)</th>
<th>Avg. proc. time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>100</td>
<td>-</td>
<td>88.1</td>
<td>4.7</td>
</tr>
<tr>
<td>15</td>
<td>95.5</td>
<td>45.5</td>
<td>84.9</td>
<td>3.9</td>
</tr>
<tr>
<td>10</td>
<td>92.5</td>
<td>55.8</td>
<td>82.6</td>
<td>3.8</td>
</tr>
<tr>
<td>5</td>
<td>85.9</td>
<td>70.3</td>
<td>77.7</td>
<td>3.5</td>
</tr>
<tr>
<td>1</td>
<td>64.7</td>
<td>89.7</td>
<td>60.5</td>
<td>2.8</td>
</tr>
<tr>
<td>0.1</td>
<td>32.6</td>
<td>98.2</td>
<td>31.6</td>
<td>1.4</td>
</tr>
</tbody>
</table>

4.6.7  Comparison with other methods

The proposed method has been compared with other available approaches (Table 4.5). The ideal diacritic matching method extracts a sequence of diacritics directly from the subword label and reduces the lexicon by removing from it unmatched sequences. It therefore represents an upper bound for all the methods based only on diacritic matching on the Ibn Sina database, as there is no error in the sequence extraction process. The sparse descriptor and the Arabic word descriptor comes from the earlier version of this work (Chherawala et al., 2012), where only a single square pattern filter is used. The other methods were briefly detailed in Section 5.1. Our method shows the best reduction efficacy on both databases. Furthermore, it is the only method that is competitive, at both the subword and the word level. Note that, because a training set and a testing set were not clearly defined in the previous experimental protocols, we used cross validation to estimate our system parameters. Our protocol is therefore slightly different from the one used in previous methods, but we believe the results are comparable.
Table 4.5 Comparison with other lexicon-reduction methods

<table>
<thead>
<tr>
<th>Database</th>
<th>Method</th>
<th>$\alpha$ (%)</th>
<th>$\rho$ (%)</th>
<th>$\eta$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ibn Sina</td>
<td>Ideal diacritics matching</td>
<td>100</td>
<td>75.0</td>
<td>75.0</td>
</tr>
<tr>
<td></td>
<td>W-TSV (Chherawala and Cheriet, 2012a)</td>
<td>90.0</td>
<td>92.9</td>
<td>83.6</td>
</tr>
<tr>
<td></td>
<td>Sparse descriptor (Chherawala et al., 2012)</td>
<td>90.0</td>
<td>95.2</td>
<td>85.7</td>
</tr>
<tr>
<td></td>
<td>Proposed method</td>
<td>95.0</td>
<td>97.4</td>
<td>92.6</td>
</tr>
<tr>
<td>IFN/ENIT</td>
<td>Subword and diac. (Mozaffari et al., 2008a)</td>
<td>74</td>
<td>92.5</td>
<td>68.5</td>
</tr>
<tr>
<td></td>
<td>Improved diacritics (Wshah et al., 2010)</td>
<td>94.6</td>
<td>85.6</td>
<td>81.0</td>
</tr>
<tr>
<td></td>
<td>W-TSV (Chherawala and Cheriet, 2012a)</td>
<td>90.0</td>
<td>83.6</td>
<td>75.2</td>
</tr>
<tr>
<td></td>
<td>Arabic word desc. (Chherawala et al., 2012)</td>
<td>90.0</td>
<td>90.1</td>
<td>81.1</td>
</tr>
<tr>
<td></td>
<td>Proposed method</td>
<td>90.0</td>
<td>92.1</td>
<td>82.9</td>
</tr>
</tbody>
</table>

4.7 Conclusion

In this work, we proposed an Arabic word descriptor for word indexing and lexicon reduction. It encodes the shape of each connected component of the image through a structural descriptor (SD) based on the bag–of–words model. The sorting and normalization of the SDs emphasize the symbolic features of Arabic words, such as the subwords and the diacritics. Experiments on Arabic word databases demonstrate the suitability of the AWD for lexicon reduction, thanks to its computation efficiency and high accuracy of reduction. In future work, the AWD will be combined with complementary shape representations, in order to improve its performance for very high accuracy of reduction, and spatial constraints will be added as features. In order to reduce the impact of the errors introduced by the lexicon reduction system, a rejection mechanism will be added at the output of the word recognition system. The broader scope of this work is to reduce the processing time of individual word recognition systems, so that multiple word recognition systems can be run efficiently, in order to improve recognition accuracy by combining their outputs.
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Abstract
A large body of features for handwriting recognition exists in the literature, but no method has yet been proposed to identify the most promising of these, other than a superficial comparison based on the recognition rate. In this paper, we propose an advanced framework for feature evaluation in handwriting recognition. A combination scheme has been designed for this purpose, in which each feature is represented by an agent, which is an instance of a reference recognition system trained with that feature. The decisions of all the agents are combined using a weighted vote, in which the weights are optimized during a training phase. Finally, the weights are converted into a numerical score assigned to each feature, which is easily interpreted with this model. The main contribution of this work is to quantify the individual importance of the evaluated features, as our scheme allows the efficiency and complementary nature of the features to be assessed. We used the recurrent neural network (RNN) as the reference system. The second contribution is to provide the first feature benchmark using this RNN recognition system. We evaluated several features on Arabic and Latin word databases, which provided us with interesting insights for future feature design.
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5.1 Introduction

The recognition of handwritten text is a challenging task, owing to the huge variation in writing styles of individual writers. As text is formed as a sequence of characters, this sequential behavior is reproduced at image level for text decoding, where a text line is decomposed into a sequence of vertical frames. Features are extracted from each frame and fed into a decoding system to retrieve the text sequence of characters. In spite of extensive research with hidden Markov models (HMM) and hybrid neural network-HMM models for sequential data transcription (Rabiner and Juang, 1986; Morgan and Bourlard, 1995; Vinciarelli et al., 2004) documented in the literature, feature extraction remains a challenge.

The goal of features is to remove unnecessary variability, in the form of individual writing style, from a word image, and keep only the information relevant for word recognition. Their use goes from word-spotting (Rath and Manmatha, 2003a; van der Zant et al., 2008; Lladós et al., 2012; Rodríguez-Serrano and Perronnin, 2012), where information about word labels is seldom used, to word recognition (Plamondon and Srihari, 2000; Vinciarelli, 2002; Vinciarelli et al., 2004; Lorigo and Govindaraju, 2006), using word label information during system training. Nevertheless, feature design (Rath and Manmatha, 2003b; Adamek et al., 2007; Chherawala and Cheriet, 2012a; Slimane et al., 2012) for handwritten word shape is a difficult task, because the requirements for good features of word images cannot be explicitly defined (i.e. by a set of rules) when the word image is degraded or the handwriting is variable.

For this reason, there is a large body of features in the literature for handwriting recognition in Latin and Arabic scripts (Chherawala et al., 2012; Eraqi and Abdelazeem, 2012; Li et al., 2012), and the search for the ‘ultimate’ feature is far from over. Existing features are based on models devised in various fields, such as pattern recognition, computer vision, and machine learning. Because of their different backgrounds, it is very difficult to compare these models on a theoretical basis. Moreover, they are often used on different databases, with different protocols and recognition systems. This makes it difficult to decide which feature should be used for a new application. The literature does not provide clear guidelines on relevant features, and it is mostly reduced to a listing of all the features ever proposed. As a result, more
and more features are proposed, with no principled design for the task of handwriting recognition. Although new features certainly make a significant contribution in their respective fields (computer vision, machine learning, etc.), that contribution is not clear in the context of handwriting recognition, where features from a number of fields are used. It is therefore important to compare existing features first, and then identify the most promising of these. However, no tool exists for this task, except evaluation based on the recognition rate, but this approach provides only a superficial insight into the features and totally ignores their complementarity. What is needed are efficient tools for feature evaluation, so that the next generation of features can improve the efficiency of the handwriting recognition process.

In this paper, we propose a framework for feature evaluation in analytic handwriting recognition. Features are represented by agents, which are instances of a reference word recognition system based on the recurrent neural network (RNN). All the agents are then evaluated using a combination scheme at the decision level, based on a variant of the weighted vote. The weights assigned to each agent are optimized, in order to maximize the combination recognition rate. The weights, symbolizing the importance of each agent, are then converted into easily interpreted feature scores. We evaluated a total of five features, including handcrafted features, which are designed based on expert knowledge, and automatically learned features based on machine learning models. Specifically, we considered the following categories of features: distribution, concavity, visual descriptor-based, and automatically learned.

The main contribution of this work is to provide a feature evaluation framework capable of quantifying the relative importance of each feature using a numerical score. That score provides insight into existing features strength and complementarity, information which is useful for the design of the next generation of features. The combination scheme used in this framework also improves the confidence level of the true word label during recognition. The second contribution is to provide the first feature benchmark using the state–of–the–art RNN model. This RNN outperformed the classic HMM on several handwriting tasks (Märgner and El Abed, 2009; Grosicki and El Abed, 2009), however no feature benchmark is available yet for this recently proposed approach.
Figure 5.1 Evaluation framework. (a) Agent training: each agent $AG_j$ is obtained by training a reference system with a specific feature $F_i$. (b) Word recognition of the agents. (c) Agent combination based on a weighted vote: the weights are optimized to increase the confidence of the true label (the size of the agents is proportional to their weights). (d) Feature evaluation: the agents’ weights are converted into scores for each feature. (For an accurate visualization of the colors of this figure, please refer to the Web version of this article.)

This paper is an extension of the work published by Chherawala et al. (2013). In particular, that extension includes feature evaluation based on combining agents, and the use of a complete reference system, with the integration of the token passing algorithm. The experimental section has also been significantly improved by considering two databases to test our framework.

The rest of the paper is organized as follows. Related work is reviewed in Section 5.2. We provide an overview of our framework in Section 5.3. We describe the RNN recognition system in Section 5.4 and the evaluated features in Section 5.5. The agent combination scheme is presented in Section 5.6. Finally, the experimental setup is given in Section 5.7 followed by our results and a discussion in Section 5.8.
5.2 Related work

One way to design features is to benefit from expert knowledge. In this case, features are handcrafted by experts in the field based on their knowledge and experience. Handcrafted features exhibit the word shape structure, and combine the shape geometry and topology. However, these shape properties are difficult to capture explicitly, and are therefore expressed as a count of specific patterns or through the spatial distribution of foreground pixels (Rath and Manmatha, 2003b). Distribution features characterize the density of these pixels in an image frame (Al-Hajj Mohamad et al., 2009). These features typically relate to the number of foreground pixels, the number of foreground–to–background transition and to the lower and upper word shape profile. They capture the presence of ascenders and descenders in the word image, which are important cues for correct word recognition. For Arabic word shapes, the geometry is often extracted through concavity features, which provide stroke direction and concavity information (Al-Hajj Mohamad et al., 2009; Azeem and Ahmed, 2012). These are computed with a hit-or-miss transform, based on morphological patterns. Also, recent advances in computer vision have produced efficient visual descriptors, such as SIFT (Lowe, 2004), SURF (Bay et al., 2008), and HOG (Dalal and Triggs, 2005), which are based on local histograms of gradient orientation. These descriptors have inspired new features for word shape. For example, Rothacker et al. built bag-of-word features from SIFT descriptors in combination with HMM (Rothacker et al., 2012). These visual descriptors have also been adapted to the specificity of word images for word-spotting applications (Rodríguez-Serrano and Perronnin, 2009; Terasawa and Tanaka, 2009).

A popular alternative to handcrafted features is the use of dimensionality reduction methods (Roweis and Saul, 2000) for automatic feature extraction. In such settings, new features can be extracted either in a supervised fashion (using the target label information) or unsupervised one. Principal component analysis (PCA) performs linear dimensionality reduction, and is among the most popular unsupervised feature extraction methods. Nonlinear methods, such as kernel PCA (Scholkopf et al., 1999) and autoencoder neural networks (Vincent et al., 2008), can explain nonlinear dependencies among the input variables.
Feature extraction can also be performed in a supervised fashion, where the target recognition task has a direct influence on the extraction process. This is typically the case in Multi-Layer Perceptron (MLP) neural network. The output of each hidden layer consists of features extracted by a nonlinear combination of the features of the previous layer, and the weights of the combination are learned during the training phase. For handwriting recognition, however, MLP lacks the ability to deal with unsegmented data, unlike HMM for example. To combine the strengths of both models, combining the MLP neural network with HMM in the so-called hybrid neural network/HMM system has been proposed, where the HMM observation probabilities are based on the output of the MLP, instead of the classical Gaussian mixture model. This idea has been extended to tandem systems, where the MLP is used as a feature extraction module (Hermansky et al., 2000; Dreuw et al., 2011). The training of the tandem system involves several steps. First, the word slices are given the label of their characters, either manually or by using a previously trained HMM in forced alignment mode. Then, the MLP is trained to recognize the label of the image slices without feature extraction. Finally, the output of the MLP followed by dimensionality reduction is considered as the extracted features for a new HMM model. This use of a neural network follows the sliding window approach for features.

Another approach is based on vision and image recognition, where neural networks are given a specific architecture to emulate the behavior of the visual cortex. In convolutional neural networks (LeCun et al., 1998), the weights act as local image filters and produce multiple feature maps at each layer. Each feature map is a 2D image, produced in two steps. First, the output of the previous layer is convolved with a set of weights, and then it is usually subsampled with max-pooling. The activation of the feature maps of the first layer typically corresponds to the image edges. When multiple layers of hidden layers are stacked – forming a deep neural network – a hierarchy of more and more abstract features is created. This architecture has been combined with RNN (Graves and Schmidhuber, 2009) and provides an alternative model for automatic feature extraction.

Feature evaluation has been proposed for handwritten numeral recognition (Oh et al., 1999) based on their class separation and recognition capabilities. However, this approach is not applicable to analytical systems. For word recognition, feature evaluation is based on the com-
bination of reference classifiers at the decision level (De Oliveira et al., 2002). Each classifier is trained with a single feature, and the performance of features is based on the recognition rate of their system combination. However, this approach doesn’t measure the individual contribution of each feature. Several other combination methods exist in the literature (van Erp et al., 2002). The simplest one is the plurality vote, where each classifier votes for a word hypothesis, and the one with the largest number of votes is selected. One of its variants is the sum rule, where the vote of each classifier is weighted by its confidence. One drawback of the sum rule is that the confidence of the classifier must be well scaled for good performance. Other famous approaches are based on ranking, in which each classifier provides an N-best list. The Borda count method selects the word candidate with the highest average rank. However, none of these methods provides an evaluation of the classifier. Re-ranking methods have been proposed by Al-Hajj Mohamad et al. (2009); Bianne-Bernard et al. (2011), where an MLP is trained to select the true word hypothesis, given the confidence of various classifiers over their N-best list as input. Unfortunately, MLP neural networks are not explicit models and can’t be used to evaluate the relative strength of the base classifiers. In Menasri et al. (2012), the voting weights of each classifier are learned in a supervised scheme, which can be derived to evaluate the classifiers explicitly.

5.3 Feature evaluation framework overview

As mentioned in the introduction, we propose a framework for feature evaluation in analytic handwriting recognition. Features are indirectly evaluated by means of a reference word recognition system. At least one instance of the reference system is trained for each feature, and we refer to an instance as an agent of that feature. Given a query word image, the agent proposes a word hypothesis. Then, the agent votes for its recognized word, and all the votes are gathered using a weighted vote variant. Each agent is assigned a weight for its vote, which is optimized during a training phase to maximize the confidence of the true word label over the best impostor, that is, the word with the highest confidence, but different from the true label. Because the decisions of all the agents are known during optimization, the weights are set based on collective performance, and not individual performance. Therefore, the weights represent
the contribution of each agent to the vote based on their collective strength. The weights are then converted into easily interpreted scores and assigned to the features of the agents. The framework is illustrated in Figure 5.1.

### 5.4 RNN-based reference recognition system

We have chosen the recurrent neural network (RNN) as the reference recognition system for our framework for two reasons. First, RNNs have been shown to perform better than HMMs for several sequence-decoding problems, in particular handwriting recognition (Graves et al., 2009). This is because RNNs are discriminative models, while standard HMMs are generative. Second, RNNs are able to seamlessly learn features from the input image in a supervised fashion, which HMMs can’t. This makes the RNN a good representative for a system based on learned features. The RNN-based recognition system is made up of two distinct neural networks. The first is the long short-term memory (LSTM) network, which can access a long range temporal context. The second is the connectionist temporal classification (CTC) output layer, which is able to transcribe unsegmented data.

The architecture of the system differs, depending on whether the features are handcrafted or learned. Handcrafted features are first extracted from the input image, and then they are fed in frame-wise fashion to the LSTM neural network. Finally, the CTC decoding layer provides the recognized character sequence as output. For learned features, the input image is directly fed to a multidimensional LSTM (MDLSTM) neural network, and then to the CTC decoding layer. In fact, the MDLSTM network replaces both the handcrafted feature extraction module and the LSTM neural network of the handcrafted feature system. The architecture of the system for both types of features is illustrated in Figure 5.2. Below, we describe the core of our recognition system, that is, the LSTM and CTC layers. The MDLSTM layer is described in Subsection 5.5.4.

#### 5.4.1 Long short-term memory (LSTM) layer

The LSTM layer is made up of nodes with a specific architecture called a memory block, which is capable of preserving contextual information over a long period of time. Each memory block
contains a memory cell, and its interaction with the rest of the network is controlled by three multiplicative gates: an input gate, an output gate, and a forget gate. For example, if the input gate is closed, the block input has no influence on the memory cell. Similarly, the output gate has to be open, so that the rest of the network can access the cell activation. The forget gate scales the recurrent connection of the cell. The gate behavior is controlled by the rest of the network. For the specific task of handwriting recognition, the ‘past’ and ‘future’ contexts are necessary for better performance. Therefore, the bidirectional LSTM (BLSTM) layer is used, where one LSTM layer processes the feature sequence in the forward direction, while another layer processes it in the backward direction. The output of the two layers is combined at the next layer as a feature map. As with the convolutional neural network architecture, it is possible to have multiple forward and backward layers in each LSTM layer, as well as multiple feature maps at the output layer, and to stack multiple LSTM layers using max-pooling subsampling.

5.4.2 Connectionist temporal classification (CTC) layer

Usually, most RNNs require pre-segmented training data or postprocessing to transform their output into transcriptions. To avoid this process, the CTC output layer has been designed to label unsegmented sequences. This layer is trained to predict the probability $P(w|O)$ of an output character sequence, that is, a word $w$, given an input feature sequence $O$, making the training discriminative. The output activation function provides the probability of observing each character for each time of the sequence. The CTC is trained to minimize the negative log probability of the ground truth label over the entire training set. Once the network is trained, the labeling of an unknown input sequence $O$ is performed by choosing the word $\hat{w}$ with the highest conditional probability from a given lexicon, that is:

$$\hat{w} = \arg \max_w p(w|O)$$
5.5 Word image features

In this section, we present the image features evaluated for word recognition systems. We provide justification for their selection, and we detail their extraction procedure. They have been organized into four categories: distribution features, concavity features, visual descriptor-based features and automatically learned features. These categories have been chosen either because of their state-of-the-art performance (distribution and concavity features), or because they represent recent trends in feature design, inspired by computer vision and machine learning. The first three categories correspond to handcrafted features, and, when one of these features overlaps several categories, we assign it to the most relevant one. The handcrafted features are obtained by sliding a frame window horizontally over the word image and computing the features in each frame.
5.5.1 Distribution features

Two distribution features are described here. They are both extracted in column–wise fashion. The first feature was proposed by Rath and Manmatha (2003b) (the R-M feature) for handwritten word–spotting in historical manuscript. Each word image is described as a sequence of 4D feature vectors: the upper and lower profiles, the projection profile, and the background–to–foreground transition profile. The minimum and maximum positions of the foreground pixels are considered as the lower and upper profiles. The projection profile is the number of foreground pixels in the corresponding column. The number of transitions between the foreground and background pixels is used as the transition profile. In word–spotting, the features extracted from two word images are matched using Dynamic Time Warping for similarity measurement. This feature is popular because it is simple and robust to image degradation.

The second feature was proposed by Marti and Bunke (2001) (the M-B feature), and has been used by many researchers for handwritten text recognition with HMM. Nine features are computed from the set of foreground pixels in each image column. Three global features capture the fraction of foreground pixels, the center of gravity, and the second order moment. The remaining six local features are: of the position of the upper and lower profiles, the number of foreground–to–background transitions, the fraction of foreground pixels between the upper and lower profiles, and the gradient of the upper and lower profile with respect to the previous column, which provides dynamic information.

5.5.2 Concavity feature

Azeem and Ahmed (2012) proposed a set of concavity features (the CCV feature) for Arabic word images, which has proved to be effective for Arabic text recognition using HMM, where a recognition accuracy of 88.5% has been reported without image preprocessing. First, the stroke thickness is normalized to a 3–pixel width by a thinning operation followed by dilation. Then, the response of the normalized image to 8 directional morphological filters is computed, leading to 8 binary directional images. Vertical frames 6 pixels in width are then used to extract the feature, with an overlap of 3 pixels between two consecutive frames. In each frame and for
each directional image, the number of ‘1’ pixels, as well as the normalized gravitational center of these pixels, is extracted as a feature. The final feature vector therefore contains 16 features per frame. The original feature also includes dynamic features (delta and acceleration), but these additional features are not included in our framework, as we expect the LSTM network to capture the temporal dependencies.

5.5.3 Visual descriptor-based feature

Rodríguez-Serrano and Perronnin (2009) developed a SIFT–like feature called the LGH feature in their word–spotting application. The image is divided into overlapping frames. The region in each frame is divided into 4×4 regular cells. Next, a histogram of gradients (8 bins) is computed in each cell, and the final vector represents the concatenation of the 16 histograms, which results in a 128D feature vector for each frame. Each feature vector is scaled to unit norm for local contrast normalization. Note that the construction of the LGH can be summarized in two steps: image filtering followed by local sum-pooling for subsampling. These steps are typical of vision-based features. The authors have shown that the LGH feature provides better performance accuracy in handwritten text word–spotting (Rodríguez-Serrano and Perronnin, 2009). The same frame width and overlap as for the concavity features are used here.

5.5.4 Automatically learned feature

The automatically learned feature is based on the MDLSTM neural network (Graves and Schmidhuber, 2009). This network is a multidimensional extension of the LSTM network. In this setting, the multidimensional data are scanned as multiple 1D sequences, by setting the scanning directions and the priority of the dimensions during scanning. For example, in a 2D image, we can choose to scan forward along the \(x\) dimension and backward along \(y\) dimension, with a higher priority for the \(x\) than for \(y\), so that, during the scan, the \(x\) index will be updated before the \(y\) index, according to the scanning direction. Each hidden layer memory block has a recurrent connection with the memory blocks one step back, according to the scanning direction for every dimension. One such layer provides the network with full context along the scanning direction. As there are 4 possible directions in 2D images (i.e. forward \(x\) and \(y\), back-
ward $x$ and forward $y$ and so on), 4 layers are necessary to have full context in all directions (Figure 5.3). As with the LSTM layer, it is possible to have multiple layer scanning in the same direction, and to combine them to form multiple feature maps at the output layer. Moreover, a hierarchy of the MDLSTM layer can be built, with 2D subsampling between layers. Because of this architecture, specifically at the first layers (image filtering with MDLSTM layers followed by subsampling), the MDLSTM can also be considered as a vision-based feature.

![Figure 5.3 2D MDLSTM scanning directions and context propagation in hidden layers. The priority direction is $x$. $+$ represents the forward direction and $-$ the backward direction.](image)

5.6 Feature evaluation using agent combination

In this section, we present our strategy for feature evaluation. Each feature is represented by an agent, which is an instance of the reference RNN system trained with that feature. The evaluation is based on the combination at the decision level of $N$ agents $AG_i$ representing the evaluated features, using a weighted vote approach. Only the best recognition of each agent is considered for the vote. The weights of the agents are determined during a learning process and are transformed into scores for the agent’s feature. A feature is not limited to a single agent, and it can have several agents. Such a scenario is needed in the case of RNN, because different models can be obtained with the same feature, owing to different initialization of the parameters. First, we detail our combination strategy, and then we describe our definition of the feature evaluation score.
5.6.1 Supervised agent weighting

Our agent combination approach is based on the weighted vote introduced by Menasri et al. (2012). It is similar to the traditional plurality vote, except that the vote of each agent is weighted:

\[ n_w = \sum_{i}^{N} \alpha_i D_i(w) \]  

(5.2)

where \( n_w \) is the sum of the weighted votes received by the word hypothesis \( w \), \( D_i(w) = 1 \) if \( AG_i \) votes for \( w \) (i.e. if its best recognition is \( w \)), else 0, and \( \alpha_i \) is the weight associated with \( AG_i \). This sum is converted into a confidence value bounded in [0, 1] using the logistic function:

\[ \sigma(n_w) = \frac{1}{1 + \exp(-n_w - b)} \]  

(5.3)

where \( b \) is a bias parameter and \( \sigma(n_w) \) is denoted \( \sigma_w \) in short notation. Finally, the word hypothesis from the lexicon with the highest confidence is selected:

\[ \hat{w} = \arg \max_{w} (\sigma_w) \]  

(5.4)

The weights \( \alpha_i \) and the bias \( b \) are optimized during the learning procedure. The original approach minimizes the following loss function based on the true word hypothesis \( w_{gt} \) and the best word impostor \( w_{imp} = \arg \max_{w | w \neq w_{gt}} (\sigma_w) \):

\[ \sum_{j}^{K} \left[ -\log \left(1 - \sigma\left(w_{gt}^j\right)\right) \right. \]

\[ \left. - \left[ \log \left(\sigma\left(w_{imp}^j\right)\right) \text{ if } \sigma\left(w_{gt}^j\right) < \sigma\left(w_{imp}^j\right) \right] \right] \]  

(5.5)
where $j$ represents the index of the $K$ samples of the database. The second term is involved in the optimization only if the best impostor has a higher confidence than the true word hypothesis\(^1\).

Instead, we propose to directly maximize the margin between $w_{gt}$ and $w_{imp}$. The motivation for this choice will be explained in the experimental section. We therefore maximize the following objective function:

$$O = \sum_{j}^{K} \sigma (w_{gt}^j) - \sigma (w_{imp}^j)$$

(5.6)

This function can be optimized using stochastic gradient ascent. For an easy interpretation in the evaluation step, the weights $\alpha_i$ are constrained to be positive. The procedure used to optimize the combination parameters is described in Algorithm 2. Line 8 represents the positiveness constraint. The parameters found after the convergence are used for the combination scheme. As will be shown in the experimental section, the main advantage of this combination is to improve the confidence in the true word label during recognition.

---

**Algorithm 2** Gradient-ascent optimization for the combination

**Input:** Best recognition of the $N$ agents for the $K$ database samples

**Output:** Combination parameters $p = [\alpha_1, \ldots, \alpha_N, b]$ 

**Parameters:** Learning rate $\eta$ and momentum $m$

1: repeat
2: Randomly shuffle the database samples
3: for $j = 1 \rightarrow K$ do
4: // Update rule
5: $Q_j = \sigma (w_{gt}^j) - \sigma (w_{imp}^j)$
6: $\Delta p_t = \eta \nabla Q_j + m \Delta p_{t-1}$
7: $p \leftarrow p + \Delta p_t$
8: $\alpha_i \leftarrow \max(\alpha_i, 0)$
9: end for
10: until convergence

---

\(^1\)Menasri et al. (2012) used multiple word hypotheses per agent, and $D_i(w)$ represents the recognition confidence for each hypothesis.
5.6.2 Score definition

As explained in the previous section, each \( AG_i \) is associated with a weight \( \alpha_i \) that we consider to be the contribution of the feature represented by \( AG_i \) toward the combination. For an easy interpretation, the weights \( \alpha_i \) are converted into scores \( s_i \), by normalizing them to unit sum \( (s_i = \alpha_i / \sum \alpha_i) \).

We can therefore quantify the contribution of each feature through a given agent in the form of a percentage. Furthermore, in the case where multiple agents represent the same feature, all their scores are summed and assigned to that feature. Therefore, \( s_i \) will hereafter refer to the score of an individual agent, while \( \sum s_i \) will refer to the score of a feature. Because all the features were considered during optimization, the weights not only reflect their relative strength, but also their complementarity. The complexity of this approach, based on combination at the decision level, is relatively low in practice, as only a small number of parameters have to be optimized. In fact, it only requires that an agent be trained with a single feature. This is far less costly than combination at the feature level, because of the large number of combinations and the long convergence time required to train all the recognition systems.

5.7 Experimental setup

5.7.1 Databases

We used two databases for our experiments. The first is the IFN/ENIT database (Pechwitz et al., 2002) for Arabic script, and the second is the RIMES database (Grosicki et al., 2009) for Latin script (Figure 5.5).

The IFN/ENIT database is composed of 32,492 images of Tunisian city and village names written by several hundred different writers. This database is divided into five sets: A, B, C, D, and E. From each of the first 4 sets, we randomly chose 500 images as the validation set, and the remaining images as the training set. We used the set E for testing.
The RIMES database is composed of more than 12,000 mails written in French, all annotated at the word level. We used the 2009 version of the database, which is divided into training, validation, and test sets, containing 59,203, 7,542 and 7,464 images respectively. The images are in gray level, and so they have been binarized using the Otsu (1979) algorithm for all the features, except for the MDLSTM model. The decision with respect to the MDLSTM model is justified by the results of Menasri et al. (2012), which show similar performance using binarized or gray-level images. Moreover, we kept the distinction between characters with and without accents, for example e, é, and è are considered as different characters.

5.7.2 Experimental protocol

For both the handcrafted and learned features, the network architecture is made up of a hierarchy of three LSTM/MDLSTM layers. In Table 5.1, we provide the details of each level of the hierarchy. The layers of the last level are directly fed to the CTC network. For the
MDLSTM features, we use the same network architecture as Graves and Schmidhuber (2009). For further details, please refer to Graves and Schmidhuber (2009). For all the networks, the learning rate has been set to $10^{-4}$ and a momentum of 0.9 has been used. The training stops after 20 iterations without improvement for the character level error rate on the validation set. The experiment is reproduced 5 times for each feature, because of the random initialization of the neural network during the training phase. This leads to a total of 25 agents. For our experiments, we used the RNNLIB implementation of the recurrent neural network (Graves).

The combination is optimized on the validation set of each database using all 25 agents. Again, the learning rate and momentum have been set to $10^{-4}$ and 0.9 respectively during weight optimization. The algorithm saves the parameters providing the largest average margin, and stops after 50 iterations without improvement over the recognition rate of the combination. The initial values of the parameters are set to $\alpha_i = 5/N$ and $b = -2.5$, as described by Menasri et al. (2012). An extra set could have been used for this step, for example by selecting some data from the training set, but, in preliminary experiments we noted that this decreased the performance of individual agents, leading to a poorer combination performance.
Table 5.1  Architecture of the neural networks

<table>
<thead>
<tr>
<th>Hierarchy</th>
<th>Hor. samp.</th>
<th>Ver. samp.</th>
<th>Layers</th>
<th>Feature maps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Level 1</td>
<td>2</td>
<td>-</td>
<td>2×20</td>
<td>20</td>
</tr>
<tr>
<td>Level 2</td>
<td>2</td>
<td>-</td>
<td>2×60</td>
<td>60</td>
</tr>
<tr>
<td>Level 3</td>
<td>1</td>
<td>-</td>
<td>2×180</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hierarchy</th>
<th>Hor. samp.</th>
<th>Ver. samp.</th>
<th>Layers</th>
<th>Feature maps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>3</td>
<td>4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Level 1</td>
<td>3</td>
<td>4</td>
<td>4×2</td>
<td>6</td>
</tr>
<tr>
<td>Level 2</td>
<td>2</td>
<td>4</td>
<td>4×10</td>
<td>20</td>
</tr>
<tr>
<td>Level 3</td>
<td>1</td>
<td>1</td>
<td>4×50</td>
<td>-</td>
</tr>
</tbody>
</table>

5.8  Results and discussion

5.8.1  Optimization results

We first verify that all the networks have enough capacity, that is, they have enough neurons to learn complex recognition models. The learning curves of the best repetition for all the features are shown in Figure 5.4. Note that all the networks have enough capacity, as the error on the training set keeps decreasing, even after the error on the validation set has reached its minimum. We show in Figure 5.6 the evolution of the margin between the confidences of the true word and the best impostor during weight optimization on the validation set. For both databases, the average margin with equal weights is 0.2 (iteration 1). It then increases quickly, and almost reaches its final value in less than 10 iterations. Note that the curves for the test sets follow the same trend as the curves for the validation sets. After convergence, the average margin reaches a value near 0.9 on both test sets. This is very high, as the maximum value is 1. Therefore, the confidence in the recognition is higher after the weight optimization than before.
**5.8.2 Feature evaluation**

The results of the feature evaluation are shown in Table 5.2. The average recognition rate of the agents of each feature, as well as the feature scores, are detailed. For both the IFN/ENIT and RIMES databases, the M-B feature obtains the best recognition rate, as well as the best score. This highlights the strength of this feature.

For the specific case of the IFN/ENIT database, the CCV feature set has the second highest score. This make sense, as this feature was specifically designed for Arabic script. It is followed by vision-based features (MDLSTM and LGH). Finally, in spite of having the second highest recognition rate, the R-M feature has the lowest score. This result, which seems surprising at first, is understandable, because the R-M feature is a subset of the M-B feature, and so its contribution when combined with the M-B feature is low. This allows us to make a point, which is that the feature score is not fully correlated with the recognition rate. This behavior is expected, as the objective of the score is to reflect the contribution of the various features in the combination scheme, unlike the recognition rate, which considers the agents individually. The ranking of the features according to their scores is similar on the RIMES database, although based on different values. Here we see that the vision-based methods are in the second and
third place (MDLSTM and LGH), followed by CCV, and finally R-M. Considering the observation on the two databases, we conclude that the M-B feature set is the most efficient, with good complementarity with vision-based features (LGH and MDLSTM). This result suggests that the current LSTM system is not able to extract abstract features, similar to distribution features, from vision-based features efficiently.

Results for individual agents are shown in Table 5.3. The best agent for both databases is based on the M-B feature, with a recognition rate of 93.8% and 90.7% for IFN/ENIT and RIMES respectively. Also note that the score of several agents is 0.0, or close to it. Weight optimization has filtered out the weak agents based on the MDLSTM feature for the IFN/ENIT database.

<table>
<thead>
<tr>
<th>Feature</th>
<th>IFN/ENIT Rec. (%)</th>
<th>RIMES Rec. (%)</th>
<th>IFN/ENIT ∑sᵢ (%)</th>
<th>RIMES ∑sᵢ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCV</td>
<td>88.5 ± 0.6</td>
<td>23.0</td>
<td>87.6 ± 0.5</td>
<td>11.8</td>
</tr>
<tr>
<td>M-B</td>
<td>93.2 ± 0.5</td>
<td>41.0</td>
<td>90.1 ± 0.3</td>
<td>35.0</td>
</tr>
<tr>
<td>MDLSTM</td>
<td>83.3 ± 9.1</td>
<td>21.0</td>
<td>88.8 ± 1.0</td>
<td>21.6</td>
</tr>
<tr>
<td>R-M</td>
<td>91.6 ± 0.4</td>
<td>3.0</td>
<td>88.3 ± 0.5</td>
<td>10.1</td>
</tr>
<tr>
<td>LGH</td>
<td>89.7 ± 0.8</td>
<td>11.9</td>
<td>88.5 ± 0.3</td>
<td>21.5</td>
</tr>
</tbody>
</table>

5.8.3 Combination comparison

As a result of the feature evaluation, we obtain a recognition system based on the combination of several agents. In Table 5.4, we compare our approach with other combination methods: plurality vote, sum rule, and max rule, in which the agent with the highest confidence is selected. Our weighted vote approach provides the best results, with a slight improvement over the plurality vote. Although this improvement is negligible, it shows that our method is competitive in a system combination context, with the main advantage being to provide a score $s_i$ for each system, unlike other methods. The improvement gained from the combination compared to the best agent is 1.7% and 4.1% for the IFN/ENIT and RIMES database respectively.
Table 5.3  Recognition rate and score ($s_i$) for each agent. (Best values per feature highlighted.)

<table>
<thead>
<tr>
<th>Feature</th>
<th>IFN/ENIT</th>
<th>Repetition</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCV</td>
<td></td>
<td>Rec. (%)</td>
<td>88.2</td>
<td>88.8</td>
<td><strong>89.4</strong></td>
<td>88.1</td>
<td>88.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$s_i$ (%)</td>
<td><strong>8.9</strong></td>
<td>0.0</td>
<td>3.6</td>
<td>7.4</td>
<td>3.2</td>
</tr>
<tr>
<td>M-B</td>
<td></td>
<td>Rec. (%)</td>
<td>92.7</td>
<td>92.9</td>
<td>92.9</td>
<td><strong>93.5</strong></td>
<td><strong>93.8</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$s_i$ (%)</td>
<td>9.3</td>
<td>2.6</td>
<td><strong>14.0</strong></td>
<td>9.0</td>
<td>6.2</td>
</tr>
<tr>
<td>MDLSTM</td>
<td></td>
<td>Rec. (%)</td>
<td>68.4</td>
<td>80.9</td>
<td>87.1</td>
<td>89.9</td>
<td><strong>90.0</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$s_i$ (%)</td>
<td>0.0</td>
<td>0.0</td>
<td>5.9</td>
<td>7.1</td>
<td><strong>8.0</strong></td>
</tr>
<tr>
<td>R-M</td>
<td></td>
<td>Rec. (%)</td>
<td>92.0</td>
<td>91.4</td>
<td>90.9</td>
<td>91.8</td>
<td><strong>91.8</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$s_i$ (%)</td>
<td>0.8</td>
<td><strong>2.3</strong></td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>LGH</td>
<td></td>
<td>Rec. (%)</td>
<td>90.0</td>
<td>89.2</td>
<td>88.6</td>
<td>90.3</td>
<td><strong>90.5</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$s_i$ (%)</td>
<td>1.8</td>
<td>0.0</td>
<td><strong>4.0</strong></td>
<td>2.9</td>
<td>3.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Feature</th>
<th>RIMES</th>
<th>Repetition</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCV</td>
<td></td>
<td>Rec. (%)</td>
<td>88.0</td>
<td>87.1</td>
<td>87.2</td>
<td><strong>88.1</strong></td>
<td>87.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$s_i$ (%)</td>
<td>0.0</td>
<td>3.9</td>
<td>1.5</td>
<td>0.8</td>
<td><strong>5.6</strong></td>
</tr>
<tr>
<td>M-B</td>
<td></td>
<td>Rec. (%)</td>
<td>90.0</td>
<td>89.9</td>
<td>89.9</td>
<td><strong>90.7</strong></td>
<td>90.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$s_i$ (%)</td>
<td>1.9</td>
<td>5.6</td>
<td>6.6</td>
<td><strong>12.3</strong></td>
<td>8.6</td>
</tr>
<tr>
<td>MDLSTM</td>
<td></td>
<td>Rec. (%)</td>
<td>87.9</td>
<td>87.6</td>
<td>89.4</td>
<td><strong>89.7</strong></td>
<td>89.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$s_i$ (%)</td>
<td>1.9</td>
<td>3.0</td>
<td>7.3</td>
<td><strong>7.3</strong></td>
<td>2.2</td>
</tr>
<tr>
<td>R-M</td>
<td></td>
<td>Rec. (%)</td>
<td>87.7</td>
<td><strong>89.1</strong></td>
<td>88.3</td>
<td>88.1</td>
<td>88.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$s_i$ (%)</td>
<td>3.2</td>
<td><strong>5.0</strong></td>
<td>0.5</td>
<td>0.0</td>
<td>1.4</td>
</tr>
<tr>
<td>LGH</td>
<td></td>
<td>Rec. (%)</td>
<td>88.1</td>
<td>88.7</td>
<td><strong>88.7</strong></td>
<td>88.6</td>
<td>88.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$s_i$ (%)</td>
<td>3.1</td>
<td>1.0</td>
<td><strong>7.2</strong></td>
<td>4.5</td>
<td>5.8</td>
</tr>
</tbody>
</table>

We note that the confidence–based methods (sum rule and max rule) don’t perform as well as the others. We also show the result for the Or rule, in which the recognition is considered successful if any of the agents provides the true word as output. It is near 99% for both databases, which shows the potential of the combination of agents using a more advanced scheme, such as the one proposed by Bianne-Bernard et al. (2011). In Figure 5.7, we show some of the images incorrectly recognized by all the agents, which are characterized by slanted handwriting or ambiguous character shapes.

We also perform an in-depth comparison of our approach with the more straightforward plurality vote. For this, we randomly select $k$ agents out of the 25, and combine them using both
Table 5.4  Comparison of the recognition rate (%) of different combination methods.  
(Best values highlighted.)

<table>
<thead>
<tr>
<th>Method</th>
<th>IFN/ENIT</th>
<th>RIMES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weighted vote</td>
<td>95.46</td>
<td>94.79</td>
</tr>
<tr>
<td>Plurality vote</td>
<td>95.38</td>
<td>94.73</td>
</tr>
<tr>
<td>Sum rule</td>
<td>94.36</td>
<td>93.61</td>
</tr>
<tr>
<td>Max rule</td>
<td>93.93</td>
<td>92.75</td>
</tr>
<tr>
<td>Or rule</td>
<td>98.86</td>
<td>98.97</td>
</tr>
</tbody>
</table>

Figure 5.7  Sample images incorrectly recognized by all agents. (a) IFN/ENIT. (b) RIMES.

approaches. The parameter $k$ varies from 1 to 25. The random selection is repeated 10 times for each $k$, and the recognition rates are averaged. The weights of the combination are optimized for each random selection. The results are shown in Figure 5.8. We observe that the results of both methods are very similar on both databases. The curve of the weighted combination is just slightly above the curve of the plurality vote. Therefore, weight optimization doesn’t provide any significant advantage for recognition over the plurality vote. However, we note that the recognition rate increases as we combine more and more agents. The impact of adding
more agents decreases when the number of agents is already high, but the slope of the curve suggests that more agents will still improve the recognition.

![Graph showing the comparison of weighted combination with plurality vote](image)

**Figure 5.8** Comparison of the weighted combination with the plurality vote.

We also compare our approach with state-of-the-art systems (Table 5.5). All of these are based on either the HMM or LSTM model, or both. The TUM MDLSTM (Grosicki and El Abed, 2009) is the classic MDLSTM model, but with hyper parameters optimization (the size of hidden layers, etc.). The system of Menasri *et al.* (2012) is based on a weighted combination of 7 systems: one hybrid MLP-HMM, two tandem GMM-HMMs, and four MDLSTMs. The system of Bianne-Bernard *et al.* (2011) combines HMMs with and without context-dependent models using an MLP neural network. The system of Doetsch *et al.* (2012) is based on a tandem LSTM-HMM with horizontal positioning normalization. The system of Graves and Schmidhuber (2009) is the original MDLSTM architecture. Finally, the HMM system of Rothacker *et al.* (2012) is based on the bag-of-features model. The results show that the proposed approach is competitive with state-of-the-art methods, and actually obtains the best recognition rate on the IFN/ENIT database. Also note that, unlike most of the other systems, our approach is based on a single recognition method (RNN), and that no preprocessing is performed at image level, except for binarization. Finally, we compare our margin-based optimization with the method...
provided by Menasri et al. (2012) on the RIMES database based on their results. Our method yields an accuracy improvement of 1.2%, or a relative error rate reduction of 18%, with the weighted vote compared to the sum rule. The method of Menasri et al. (2012) only yields an accuracy improvement of 0.5%, or a relative error rate reduction of 9.6%, with the weighted vote compared to the sum rule. We conclude that our method is better, although it was tested with different recognition systems.

Table 5.5 Comparison of the recognition rate (%) with other methods. (Best values highlighted.)

<table>
<thead>
<tr>
<th>Method</th>
<th>IFN/ENIT</th>
<th>RIMES</th>
</tr>
</thead>
<tbody>
<tr>
<td>TUM MDLSTM (Grosicki and El Abed, 2009)</td>
<td>-</td>
<td>93.2</td>
</tr>
<tr>
<td>Hybrid-HMMs/MDLSTM comb. (Menasri et al., 2012)</td>
<td>-</td>
<td>95.2</td>
</tr>
<tr>
<td>HMMs comb. (Bianne-Bernard et al., 2011)</td>
<td>-</td>
<td>89.1</td>
</tr>
<tr>
<td>LSTM-HMM Tandem (Doetsch et al., 2012)</td>
<td>95.2</td>
<td>90.3</td>
</tr>
<tr>
<td>MDLSTM (Graves and Schmidhuber, 2009)</td>
<td>91.4</td>
<td>-</td>
</tr>
<tr>
<td>HMM (Rothacker et al., 2012)</td>
<td>92.9</td>
<td>-</td>
</tr>
<tr>
<td>Proposed method</td>
<td>95.5</td>
<td>94.8</td>
</tr>
</tbody>
</table>

5.9 Conclusion

Features are a crucial component of analytical handwriting recognition systems. A large body of features is available in the literature, but no method is capable of quantifying both their efficiency and their complementarity. To fill this need, we proposed an advanced framework for feature evaluation using a combination scheme. Each feature is represented by an agent, which is an instance of a reference recognition system trained with that feature. The decisions of all the agents are combined using a weighted vote. The weights are optimized to maximize the recognition rate and are converted into scores assigned to the features for evaluation. We tested five features from four different feature categories: distribution, concavity, visual descriptor–based, and automatically learned. The results on Arabic and Latin word databases show that distribution features (Marti-Bunke feature) are the most efficient, with good complementarity with vision-based features (LGH and MDLSTM). In future work, this framework will be applied to guide the design of novel features, and it will be extended to compare the nature
of various recognition methods in terms of strength and complementarity, HMM with LSTM models, for example.
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CHAPTER 6

GENERAL DISCUSSION

This thesis has addressed the general problem of feature design for handwriting recognition. The literature reviewed in Chapter 1 showed the limitations of current features and their design methods for handwriting recognition. Two questions were specifically investigated: a) how to improve the description of Arabic word shapes for lexicon reduction and b) how to evaluate existing features for handwriting recognition. The general methodology described in Chapter 2 established three research objectives that led to the development of two original descriptors for Arabic word shape and a framework for evaluation of features used in handwriting recognition. First, a new method for lexicon reduction in Arabic script based on subword shapes was developed. Second, a new holistic descriptor for Arabic word shape was developed, with application to LR. Third, a framework for feature evaluation in handwriting recognition has been proposed. These methods made their own contributions and were presented, evaluated and discussed in Chapter 3, Chapter 4 and Chapter 5. The aspects studied in this thesis are independent and complementary. Together they form our general framework. They are now discussed in the following sections with a global perspective on their general advances made in the state of the art of handwriting recognition, with a focus on their strength and limitations.

6.1 Shape indexing based lexicon reduction framework for Arabic script

Few methods existed for LR in Arabic script and were based on subwords count and diacritics. Their knowledge about Arabic word shapes is extracted from ideal word templates. For example, to model an Arabic word by its number of subwords, the accurate spelling of the word would be used to count the number of subwords. Unlike these approaches, our method models Arabic word directly from the data. This has the advantage to consider the noise of the handwriting process, for example the omission of diacritics, which is frequent in practice. This has led to our database indexing framework for LR, where actual handwritten words are used as samples of word shapes. Indexing is efficiently performed by encoding Arabic word shape into a descriptor.
This has led to our first attempt to characterize the shape of Arabic subword into a descriptor for LR (Chapter 3). The shape is modeled as a weighted DAG based on its topology and structure, and a descriptor (W-TSV) is extracted based on the DAG adjacency matrix. The proposed approach has the advantage to be grounded on the solid TSV theoretical framework for (non-weighted) DAG indexing (Shokoufandeh et al., 2005). Moreover, a formal analysis of the stability and robustness of the method has been provided. As this method is based directly on subwords shape, it is very competitive for LR at the subword level, unlike diacritic-based method. This is because the variety of diacritics is limited at the subword level and therefore they are not very discriminant. Moreover, the indexing scheme has a low computational complexity. Nevertheless, manipulating graph data structure is difficult and it results in implementation difficulties, which could potentially break the practical usage of the method. One major problem of this approach is the amount of information that the W-TSV vector can encode. Its construction is based on the weighted adjacency matrix, which ignores the label of the vertex, if any. In addition, the graph model is designed by an expert, which is a difficult task. Another issue is that subwords shape are identified as CCs of the image because in practice CCs can be under/oversegmented by the image binarization algorithm and therefore each CC doesn’t always correspond to a subword, leading to a decrease of the performance. Finally, unlike existing approaches focusing on subword counts and diacritics, our method almost neglects this information. A number of these limitations have been addressed in our next descriptor.

6.2 Holistic descriptor of Arabic word shape for lexicon reduction

In Chapter 4, the goal of the proposed method was to provide a holistic descriptor for Arabic words, which not only describes the structure (geometry and topology) of individual subword shapes, but also emphasizes symbolic features of Arabic words such as subword counts and diacritics. For this purpose we developed the Arabic word descriptor (AWD) which is built in two stages, by first encoding subwords shapes into a descriptor (SD) using the BOW model, and combining all the SDs based on efficient heuristics.

Because this approach is based on the BOW model, rich features can be encoded in the SD. Moreover, it is possible to integrate new and possibly more powerful filters to extract features
from the subword skeleton pixels. One drawback of BOW models is that the spatial relationship between the considered pixels is lost. Nevertheless, we can assume that the spatial relationship in implicitly present in the visual word because we used filters with large scales (larger than the average subword size). The proposed method is simple to implement and has a low computational complexity, especially thanks to heuristics which avoid the difficult explicit classification of CC into subwords or diacritics. In addition, this approach provides with the best LR efficiency both at subword and word level. Despite these advantages, the proposed descriptor still has some limitations. Again, the identification of subwords relies on CC, therefore, this approach is dependent on the performance of the binarization algorithm, and on the writing style. Moreover, despite the fact that the AWD is performing well without considering the spatial relations between the CCs of the images, this information is missing from it and could potentially improve further the performance. Finally, as all LR methods, the proposed approach can induce WRS into errors that would not occur without LR. A mechanism should be provided to minimize this negative side-effect.

6.3 Holistic Arabic subword recognition

We tested our LR methods on a holistic classifier of Arabic subwords in Chapter 3 and Chapter 4. We chose a shape matching approach for the classification. The contour of a query subword shape is matched against all the shape contour of a labeled database, and the label of the most similar shape from the database is assigned to the query subword. Such approach is usually very computationally expensive for two reasons. First, shape matching requires computationally demanding registration and alignment to compensate for shape deformations or in our case, the handwriting variability. Second, repeating the matching over large databases increases the computation load. We have shown that by using an efficient LR approach to dynamically reduce the size of the database, shape matching approaches can perform subword recognition in single-writer historical documents with relatively low computation time, while maintaining high accuracy. For the sake of completeness, our article explaining the proposed contour alignment algorithm is presented in Appendix I.
6.4 Feature evaluation for handwriting recognition

Chapter 5 covered feature evaluation for handwriting recognition systems. A large body of features exist in the literature. They are inspired from different fields, so a straightforward comparison is difficult. Moreover, no method allows assessing the complementary nature of features. Therefore, we developed a framework for feature evaluation where each feature is assigned a score which represents its strength and complementarity with other features. This constitutes the main contribution of this work, and it is useful for the design of the next generation of features. In particular, our results showed that distribution features are the most efficient, and are complementary with visual-descriptor and automatically learned features. Moreover, the proposed scheme has a low computational overhead because the combination is at the decision level; it just requires WRS trained with a single feature. In particular, this is far less costly than the combination at the feature level because of the combinatorial number of combinations and the long convergence time required for the training of WRS. In addition, the resulting combination system using a weighted vote is competitive with other combination rules at the decision level. Nevertheless, the proposed framework also has some limitations. First, the weights are not regularized during optimization, for example a sparseness constraint would give a weight of 0 to non-relevant features and therefore highlight the important ones. Another limitation is that the method does not provide score for individual components of a feature. For example, the first 3 components of a feature vector are relevant while the 3 last are not. The proposed method will attribute a global score for the feature and will not go to the individual component level. Finally, the evaluation procedure is still dependent on the WRS architecture. This is because the most efficient and elegant approach for handwriting recognition is based on analytical recognition (character level recognition), and therefore requires a WRS to get any decent results from features. The downside of this dependency is that the feature evaluation is dependent on the actual WRS model used. It would be possible to think that the use of a different model with different strengths and weaknesses would provide different evaluation results.
6.5 Benchmarking of popular features for handwriting recognition

In Chapter 5 several features have been tested using the same benchmark, which comprise the same recognition engine, the same experimental protocol, and the same databases. Therefore, the performances of different features are directly comparable. This is not possible usually because experiments are conducted by different parties and the benchmark is always somehow different. We chose as WRS the recently proposed RNN which has outperformed the classic HMM on several sequence recognition tasks. Therefore, the proposed results are based on the state of art recognition engine and are aimed to improve it. Finally, using two databases based on Latin and Arabic scripts shows that our benchmark is not biased for any specific script, and it allows to identify the best features for cursive handwriting recognition in the broad sense.
GENERAL CONCLUSION

In this thesis, we have addressed the feature aspect and its impact on handwriting recognition systems. Features are the ground on which the recognition is built. Without efficient features, even state-of-the-art word recognition systems would produce modest results at best. Two distinct aspects of features for handwriting recognition have been studied in this thesis. We have introduced these aspects in a particular sequence to emphasize a proper methodology for feature design. First, when no features or very few features are available for a particular task, such as lexicon reduction for Arabic script, the expert of the field knowledge is important to build good features. Then, when enough features exist, and that it becomes difficult for an expert to comprehend their strength and complementarity, it is important to rely on automatic tool to assist the expert. This is typically the case of features for handwriting recognition.

For Arabic word recognition, the contribution of this thesis in term of holistic shape descriptor opens, or reopens, the direction for holistic Arabic word recognition. The last trend for Arabic word recognition relies on analytical recognition models with convincing results. Nevertheless, it totally ignores the specificity of Arabic script which integrates the subword unit. Therefore, direct recognition at the subword level is complementary to pure analytical model and a combination of both approaches has the potential to improve the overall recognition. Although the number of classes at the subword level is high, recognition is still feasible because the subwords frequency is usually high, as they constitute the building block of Arabic words.

Automatic feature evaluation for handwriting recognition system is an important tool for feature design. It can guide experts for the design of the next generation of features, which would be more efficient. Nevertheless, the level of automation can be pushed farther. Similarly to this tool replacing expert judgment, it is possible to think of a feature design algorithm replacing human experts. Such algorithm would consider the evaluation provided by our method to design new features. The new features would be evaluated themselves, providing the design algorithm with feedback to improve feature design.
Summary of contributions

In this section, we briefly highlight the major contribution of this thesis.

1. A new graph-indexing method for weighted graph has been introduced. It is grounded on a solid theoretical framework. It has provided a new framework for Arabic LR, based on subword shape matching and indexing. This is the first approach to consider the shape of subwords for LR, and it provides significant improvement at the subword level over existing methods, which are based on subword counts and diacritics.

2. The Arabic word descriptor (AWD), which is a novel descriptor of Arabic word have been designed for LR. It integrates subword shapes as well as symbolic information (subword counts and diacritics) into a single feature vector. This provides algorithmic efficiency as well as improved performances, with state-of-the-art results on two publicly available Arabic databases.

3. A framework for feature evaluation in handwriting recognition has been introduced. To the best of our knowledge, it is the first method to quantify feature performance and complementarity. The evaluation assigns a score to each feature, which is easy to interpret. This approach provided great insight on the strength of existing features, which will be useful for the design on future features.
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Abstract
In this paper, we propose to perform shape recognition on a Riemannian manifold. Shape representation on a manifold has the advantage to be intrinsically invariant to shape preserving transformation, such as scaling and translation. Also, shape distance can be naturally computed because Riemannian manifolds are metric spaces. We propose to use the square-root velocity manifold (SRV), which model the shape external contour as a unit-length curve. We detail a dynamic programming algorithm for curve alignment w.r.t. parameterization, which respects the unit-length constraint. Then, we increase the robustness of the SRV representation to shape deformations with additional features. In order to be resilient to occlusion, the distance between two curves is performed in two steps. First, the curves are aligned and the less matching parts are removed; then the resulting curves are aligned and the distance is evaluated. Finally, a support vector machine classifier is trained based on the pairwise shape distance for a robust recognition. Promising results are obtained using state-of-the-art benchmarks.
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1 Introduction

Shape recognition is an important problem in computer vision. It aims to recognize objects present in a natural scene. Several features are representative of an object, such as color, texture or shape. Most of the approaches focus on the latter, as it is a powerful cue for recog-
nition. From 2D images of a scene, it is not possible to obtain the complete shape of a 3D object because of the projection process involved. In fact, only the silhouette on an object can be extracted after the segmentation of the scene, and it is used as an approximation of the object shape. The silhouette of an object may suffer for partial occlusion and change of scale, depending on the scene configuration, but it is also subject to great variation if the object is articulated. In order to solve these problems, shape representations are made invariant to certain transformations, such as scaling, rotation and translation. Also, the shape recognition process must be tolerant to shape deformations and articulations.

Shape recognition is based on shape matching. Given two shapes, the correspondence between similar parts is found, and a distance is derived based on the quality of the matching. The recognition process uses the pairwise distance between shapes. Its performance can be further increased by using machine learning methods.

Several representations have been proposed for natural and man-made object shapes. They are based on the silhouette contour, which is a simple (non-self-intersecting) closed curve, as the silhouette doesn’t have holes. Shock graph representations (Siddiqi et al., 1999; Sebastian et al., 2004) are based on the shape medial axis, which can be seen as the singularities formed during the contour curve evolution under ‘motion by curvature’. The medial axis is decomposed into segments and represented as shock graph, which encodes the structure and the geometry of the shape. Gorelick et al. (2006) combine contour-based features with the notion of random walks. They assign to each point of the shape the mean time required by a walk starting at that point to reach the contour. The shape recognition is performed by the extraction of weighted moments from the shape. The shape context feature (Belongie et al., 2002) samples points from the shape contour. A context is assigned to each sampled point, represented by the distribution of the relative position of the other points. Given two shapes, the points correspondence is found using a bipartite graph matching algorithm, and their distance is found based on the quality of the shape context alignment. The shape context can be made invariant to scale and rotation. Ling and Jacobs (2007) proposed the inner-distance descriptor which provides resilience to articulation and capture parts structure. The inner-distance is
defined as the length of the shortest path between landmark points, constrained to pass within the shape silhouette. Daliri and Torre (2008) combine shape context features with dynamic programming to recover shape correspondence. Shapes are then aligned and transformed into string of symbols to evaluate their similarity. Finally, they used a kernel-edit distance in order to improve their recognition results with an SVM classifier (Daliri and Torre, 2010).

In this work, we use the square-root velocity (SRV) representation, which is invariant to scaling and rotation (Srivastava et al., 2011). It is based on the silhouette curve. The SRV representation has been augmented with additional features based on the silhouette center of mass, in order to be resilient to articulation-based deformations. A dynamic programming (DP) algorithm respecting the scaling invariance property has been devised for shape alignment. Matching is made robust to occlusions by removing in a first step the less matching parts. Finally, a support vector machine classifier has been used to improve the recognition performance. The outline of this work is presented in Figure I-1. The first contribution of this work is to use the SRV representation in the context of natural shape recognition. It will be shown that with slight modification, the SRV provides a powerful and unified framework for shape recognition. The second contribution is to provide a DP algorithm for curve alignment, respecting the SRV representation unit-length constraint.

The organization of this paper is as follows. First, we introduce the SRV representation in section 2. Then, we present our algorithm for shape alignment in section 3, followed by our shape recognition framework in section 4. Finally, the details of our experiments are given in section 5 and the conclusions in section 6.

2 Square-root velocity representation (SRV)

The square-root velocity (SRV) representation is a manifold for shapes. Each shape is represented by its external contour, which is a simple (non-self-intersecting) closed curve. For simplicity, the SRV is detailed here for the case of open curves; for more detail the reader is referred to Srivastava et al. (2011). The SRV allows shape matching, while being invariant to translation and scaling by embedding the contour curve of the shapes on an appropriate mani-
The curve is defined on the $\mathbb{L}^2$ Hilbert space, and has value in the $\mathbb{R}^n$ Euclidean space, where $n = 2$ for 2D curves. It is parameterized by $t$ over the domain $D = [0, 1]$. First, the contour curve $f$ is normalized to a unit length, in order to remove the effect of scale. The curve is then represented using the SRV representation:

$$q(t) = \hat{f}(t) / \sqrt{\| \hat{f}(t) \|}$$  \hspace{1cm} (A I-1)

This representation is invariant to translation as it is based on the derivation of $f$. It also preserves the unit-length constraint on $f$:

$$\int_D \|q(t)\|^2 dt = \int_D \| \hat{f}(t) \| dt = 1$$  \hspace{1cm} (A I-2)

Therefore, the set of all curves under the SRV representation forms a unit hypersphere in $\mathbb{L}^2$. 
The geodesic distance between two curves \( q_1 \) and \( q_2 \) is simply defined as \( d(q_1, q_2) = \cos(\langle q_1, q_2 \rangle) \).

As the SRV representation forms a Riemannian manifold, the geodesic distance is a metric. In order to build the shape space, the metric must be invariant to rotation and it should accommodate to elastic deformation. Elastic deformations are modeled by the re-parameterization of the original curve \( f \), i.e. \( f \circ \gamma(t) \) is the re-parameterization of \( f \) by \( \gamma \in \Gamma \), the set of all orientation-preserving diffeomorphisms of \( D \). As the actions of the rotation group \( SO(n) \) and re-parameterization group \( \Gamma \) act by isometry on the SRV representation, a quotient space is built such that an orbit of a curve \( q \) is given by \([q] = O(q \circ \gamma) \sqrt{\gamma} \mid (\gamma, O) \in \Gamma \times SO(n)\).

Therefore, the geodesic distance between two curves in the shape space is given by:

\[
d([q_1], [q_2]) = \inf_{(\gamma, O) \in \Gamma \times SO(n)} d(q_1, O(q_2 \circ \gamma) \sqrt{\gamma})
\]

### 3 SRV curves alignment

In this section we present our approach for SRV curve alignment. In particular, we detail an algorithm for optimal curve parameterization under unit-length constraint. Given two SRV representations, the best curve alignment is sought, in order to decrease the influence of shape deformation on the recognition process. The best rotation and re-parameterization must be simultaneously found in order to minimize the geodesic distance. Nevertheless, no closed form solutions exist for this problem so far. A gradient descent algorithm has been proposed by Srivastava et al. (2011), but its alignment performance was inferior to that of dynamic programming (DP). Unlike the DP algorithm proposed by Mio et al. (2007), our algorithm is directly applicable to the SRV representation, without decomposing it into ‘speed’ and ‘orientation’ functions; also it provides a more symmetric treatment to both curves. As DP procedure is only applicable on open curves, the closed curve will be considered as an open curve.

Therefore, the alignment is broken into two steps: first the curves are aligned with respect to rotation and parameterization origin, then they are opened at the best origin and re-parameterize with DP.
For the first step, an arbitrary point is chosen on the first curve and the best origin is exhaustively searched on the second curve. The best origin is the one that minimizes the geodesic distance between the two curves, after removing the action of the rotation group. Given two open curves, the optimal rotation can be efficiently found using Procrustes analysis (Dryden and Mardia, 1998).

For the second step, DP is used to align both curves by re-parameterization. For a parameterization $\gamma$, if $\dot{\gamma}(t) > 1$ for a given $t \in D$, the curve is locally ‘compressed’ w.r.t. $t$, while if $\dot{\gamma}(t) < 1$ it is locally ‘stretched’. In practice, this is done by insertion or deletion of curve points, if we make analogy with the string edit distance. Deletion corresponds to ‘compression’ while insertion corresponds to ‘stretching’. A completely symmetric formulation of curve alignment allows the mapping of a segment of a given curve with a single point of the other curve. This is usually achieved by the deletion of curves points or segments (Sebastian et al., 2003). As the manifold is a hypersphere, minimizing the geodesic distance is equivalent to minimizing the $L^2$ distance $d_{L^2} = ||q_1 - q_2||$. For convenience the square of $d_{L^2}$ will be minimized with DP. In the discrete setting, each curve $q_m (m \in \{1, 2\})$ is represented by $n$ points $q_{m,i}$ such that $1 \leq i \leq n$ and the first point match the last point ($q_{m,0} = q_{m,n}$). Assuming the trapezoidal rule for integration, the squared $L^2$ distance is defined as:

$$d^2_{L^2}(q_1, q_2) = \sum_{i=1}^{n-1} \langle d_i, d_i \rangle / (n - 1) \quad \text{(A I-3)}$$

Where $d_i = q_{1,i} - q_{2,i}$. Nevertheless, two problems appear during the SRV curves alignment with DP. First, the action of re-parameterization on the SRV curve doesn’t act by isometry, and thus doesn’t preserve its norm. Second, during the re-parameterization, curve points are inserted or removed, which changes the denominator of the squared distance numerical calculation. As this number is not known beforehand, DP algorithm can’t be applied in general because of the latter normalization problem (Marzal and Vidal, 1993).

Nevertheless, if we consider a special case, where only stationary points (i.e. $\|q_{m,i}\| = 0$ or $\dot{\gamma}(t) = 0$) are inserted to a curve $q_m$, both of these problems compensate each other’s. This
operation corresponds to map a segment of a curve to a single point of the other curve and is, therefore, completely symmetric. After the insertion of stationary points, \( \gamma \) is not anymore invertible and thus doesn’t belong to \( \Gamma \), but this is not a problem as both curves are simultaneously re-parameterized. We start by giving the details of the algorithm before proving its validity in Proposition 1. An \( n \times n \) grid is built where the axes correspond to the sampled points of the curve. The cost associated with the curves ‘editions’ are as follows:

- substitution of a point \( q_{1,i} \) with \( q_{2,j} \) is
  \[ \langle q_{1,i} - q_{2,j}, q_{1,i} - q_{2,j} \rangle, \]

- insertion of a stationary point at the location of a point \( q_{m,i} \) is \( \langle q_{m,i}, q_{m,i} \rangle \) for \( m \in \{1, 2\} \).

If we assume \( q_1 \) is represented along the rows of the grid and \( q_2 \) along the columns, the substitution of points corresponds to a diagonal displacement, the insertion of a stationary point to \( q_1 \) to a displacement to the right and the insertion of a stationary point to \( q_2 \) to a displacement to the bottom (Figure I-2). We restrict all the displacement to be between neighboring cells of the grid. During DP, the first and the last points of each curve are matched. The insertion of \( k \) stationary points to one curve means the insertion of \( k \) stationary points to the other curves, in order to maintain equal number of points. We now prove the validity of this algorithm for SRV curves alignment:

**Proposition 1.** The optimal path on the DP grid corresponds to the optimal alignment between curves \( q_1 \) and \( q_2 \) by insertion of stationary points.

**Proof.** The squared norm of a SRV curve \( q_m \) is equal to 1. The re-parameterization of this curve into \( q_m' \) by the addition of \( k \) stationary points has a scaling effect: \( \|q_m'\| = \sqrt{(n - 1)/(n + k - 1)} \).

For optimal alignment of the curve, we want to minimize the squared distance between the curves \( q_1' \) and \( q_2' \) normalized to unit norm:

\[
\sum_{i=1}^{n+k-1} \frac{\langle d_i', d_i' \rangle}{(n - 1)} \text{ where } d_i' = q_{1,i}' - q_{2,i}'.
\]

We can observe that the normalization of the integral is independent of \( k \). Hence, the normalization of the curves compensates the normalization of the integral. Also, the numerator of the last equation corresponds to the cost of a path on the DP grid. Therefore, the optimal path
on the DP grid corresponds to the optimal alignment between curves \( q_1 \) and \( q_2 \) by insertion of stationary points.

![Figure-A I-2 SRV curves alignment with dynamic programming. Gray: optimal path on the grid; blue: substitution of \( q_{1,i} \) with \( q_{2,i} \); green: insertion of a stationary point to \( q_1 \) after \( q_{1,i} \) at the location of \( q_{2,j} \); red: insertion of a stationary point to \( q_2 \) after \( q_{2,j} \) at the location of \( q_{1,i} \).](image)

4 Shape recognition

In this section we detail the features we use to build the SRV curves. Then, we show how the distance between two SRV curves is obtained for the case of natural object silhouette. Finally, we present our robust recognition strategy using an SVM classifier.

4.1 Features for the SRV representation

The SRV representation tolerates elastic deformation, nevertheless it remains sensitive to articulation, which often occurs in natural and man-made objects. In order to alleviate this limitation, we propose two additional SRV representations. The first one, the \( \text{SRV}_{\text{Euclid}} \) is based
on the Euclidean distance of the silhouette curve points to the silhouette curve center of mass; this feature tends to preserve the shape external boundaries. The second one, the SRV_{inner} is based on the inner distance of the silhouette curve points to the silhouette curve center of mass; this feature tends to be insensitive to shape articulation. These two SRVs are based on 1D curves unlike the classical SRV, therefore, they don’t require rotational alignment. Also, they are defined with respect to a fixed reference point (the center of mass), while the classical SRV is represented relatively to the previous points on the silhouette. The reference point must provide additional stability. During shape matching, each of these 3 representations, namely SRV, SRV_{Euclid} and SRV_{inner} will be aligned separately and they will provide a distance, respectively dist_{SRV}, dist_{Euclid} and dist_{inner}. Also, the combination of these distances is considered as follows:

$$\text{dist}_{\text{combined}} = \text{dist}_{\text{SRV}} + \text{dist}_{\text{Euclid}} + \text{dist}_{\text{inner}}$$

These concepts are illustrated in Figure I-3, where the 3 features for the shape silhouette are shown, namely the silhouette contour, the Euclidean distance curve and the inner distance curve. The center of mass may seem at a low position with respect to the shape, but as already mentioned, it represents the center of mass of the silhouette contour and not of the silhouette ‘body’.

### 4.2 Pairwise shape distance computation

The distance between two SRV representations is found as follows. First, the two shapes are aligned, then a given amount of less matching points in the least-squares sense are removed from both curves. The removal of these points can be interpreted as re-parameterization of the curves. The resulting curves are projected back on the manifold and aligned once again. The latter curves are used to compute the pairwise geodesic distance.

### 4.3 Robust classification with SVM

The support vector machine (SVM) (Burges, 1998) is an algorithm for binary classification, i.e. for problems where there are only two classes. The SVM is a linear classifier, in which
Figure-A I-3  Features for the SRV representation. From top-left to bottom right: Shape silhouette, silhouette contour, Euclidean distance from the center of mass and inner distance from the center of mass.

Algorithm 3  Computation of the Shape distance

**Input:** SRV representation of two shapes  
**Output:** pairwise shape distance  
Align the SRV curves  
Remove the less matching curve points  
Project the curves back on the manifold  
Align the resulting curves  
Compute the geodesic distance

the two classes are separated by a hyperplane. The SVM is extended to multi-class problems by converting them into multiple binary classification problems. The optimal hyperplane is defined as the one with the largest distance from the nearest training point. To solve problems which are not linearly separable, the input vector are first mapped in a higher dimensional space (possibly infinite dimensional) in which the classes can be easily separated. Here, we
will embed the SRV representation using the Gaussian kernel with the geodesic distance:

\[ k(q_1, q_2) = \exp(-\gamma \cdot d([q_1], [q_2])^2) \]

Where here \( \gamma \) is a free parameter (\( \gamma > 0 \)). The distance \( d \) can be any of the defined SRV distances. This kernel is semi-definite positive because the geodesic distance is a metric.

5 Experiments

We have evaluated the 3 SRV representations, namely SRV, \( \text{SRV}_{\text{Euclid}} \) and \( \text{SRV}_{\text{inner}} \) separately and combined together. The SRVs are computed from the uniform sampling of 100 points of the silhouette contour. If the center of mass of the contour points fall outside of the silhouette, it is approximated by the nearest contour point for the computation of the inner distance. Hence, in some cases the center of mass for the computation of \( \text{dist}_{\text{Euclid}} \) is different from that of \( \text{dist}_{\text{inner}} \). The best parameterization origin is sought every 3 points for rotation and origin alignment. During the DP optimization, we limit the grid search to the addition of 10% of stationary points. Also, during the computation of the SRV distance, we remove up to 20% of the less matching points.

The natural silhouettes database\(^1\) has been used for evaluation. It is composed of 490 silhouettes of natural and man-made objects (Figure I-4), divided into 12 classes. We use the 1-NN and the SVM classifier for the recognition. The database is randomly divided into training and testing sets, respectively of size 396 and 94. For the SVM classifier experiment, the best values for the soft margin parameter \( C \) and \( \gamma \) are found by grid search, using a 5-fold cross validation. The search interval for \( C \) and \( \gamma \) are respectively \([2^{-2}, 2^7]\) and \([2^{-5}, 2^5]\). This process is repeated 100 times and the recognition rates of all the repetitions are averaged. The results are shown in Table I-1. First, we compare the 3 SRV representations using the 1-NN classifier. We notice the average error rate of the SRV (2.6%) is better than that of \( \text{SRV}_{\text{Euclid}} \) and \( \text{SRV}_{\text{inner}} \). However, if we combine the distance of these 3 representations, the average error rate decreases to 1.8%. The SVM classifier, which use label information during the training phase for robust

\(^1\)http://www.csd.uwo.ca/~ygorelic/downloads.html
recognition, decreases the average error rate for almost all representations compared to the 1-NN. In particular, for the combination of the 3 SRV distances, the error rate decreases to 1.3%. The comparison of this last result with that of Daliri and Torre (2010) (Table I-2) shows they are comparable. Under the $t$ test, the difference between these two results is considered to be not statistically significant.

Our framework has also been evaluated on the MPEG-7 shape database. It is composed of 1400 shapes (Figure I-5), equally divided into 70 classes. For this database, the evaluation is done using a leave-one-out strategy, where alternatively each shape constitutes the test set and the remaining shapes the training set. The classification results for all the shapes are then averaged (Table I-3). Similar observation holds for this database too, that is the combination of the 3 SRV distances performs the best. The performance of our approach is encouraging, even if it is inferior to that of Daliri and Torre (2010) (Table I-4). Examples of mismatched shapes with the 1-NN and the combined distance are shown in Figure I-6.

The method of Daliri and Torre (2010) is very similar to ours (see description in Section 1). The correspondence between two shapes contour points is found by dynamic programming, based on their shape context distance. Then, selected contour points are aligned by Procrustes analysis. Finally, the contour points are transformed into string of ‘symbols’, and the classification is performed by an SVM based on the string-edit distance. The differences with our approach are the following, they allow reflection (mirroring) during shapes alignment, and they use a multi-resolution scheme. The pairwise shape distances from multiple resolutions are averaged to provide the final distance. Such refinements can be incorporated in our approach and would improve our results. The main advantage of our method is to use a single framework, the SRV manifold, while Daliri and Torre (2010) resort to multiple concepts. Therefore, our implementation is simpler and has fewer parameters.

6 Conclusions

In this work, we proposed a method to perform robust shape recognition on a Riemannian manifold. For this purpose, we used the SRV representation, and we derived two more features
Figure-A I-4  Natural silhouettes database. One example from each class is shown.

Tableau-A I-1  Comparison of the average recognition error rate (%) on the Natural Silhouettes database

<table>
<thead>
<tr>
<th>Meth.</th>
<th>SRV</th>
<th>SRV\text{Euclid}</th>
<th>SRV\text{inner}</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-NN</td>
<td>2.6 ± 1.6</td>
<td>7.0 ± 3.0</td>
<td>6.1 ± 2.5</td>
<td>1.8 ± 1.4</td>
</tr>
<tr>
<td>SVM</td>
<td>1.9 ± 1.6</td>
<td>6.2 ± 2.6</td>
<td>6.2 ± 2.4</td>
<td>1.3 ± 1.3</td>
</tr>
</tbody>
</table>

for it. Furthermore, we proposed a dynamic programming algorithm for optimal alignment of SRV curves through re-parameterization. Robust recognition is obtained using an SVM classifier. The result achieved by our approach is comparable to that of state-of-the-art methods. The main advantage of the SRV representation is to provide a unified framework for all shape

Tableau-A I-2  Comparison of the average recognition error rate (%) on the Natural Silhouettes database with another approach

<table>
<thead>
<tr>
<th>Method</th>
<th>Average error rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kernel edit distance (Daliri and Torre, 2010)</td>
<td>1.29 ± 1.24%</td>
</tr>
<tr>
<td>proposed method</td>
<td>1.32 ± 1.28%</td>
</tr>
</tbody>
</table>
Figure-A I-5  MPEG-7 shape database, 25 sample shapes are shown.

Tableau-A I-3  Comparison of the recognition error rate (%) on the MPEG-7 shape database

<table>
<thead>
<tr>
<th>Meth.</th>
<th>SRV</th>
<th>$SRV_{Euclid}$</th>
<th>$SRV_{inner}$</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-NN</td>
<td>4.64</td>
<td>6.21</td>
<td>10.86</td>
<td>3.43</td>
</tr>
<tr>
<td>SVM</td>
<td>4.57</td>
<td>7.14</td>
<td>9.50</td>
<td>2.50</td>
</tr>
</tbody>
</table>

recognition steps. In future work, we will improve the robustness of our method by allowing shape reflection during alignment, and by using a multi-resolution approach.

7 Acknowledgments

Tableau-A I-4  Comparison of the recognition error rate (%) on the MPEG-7 shape database with another approach

<table>
<thead>
<tr>
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<th>Error rate</th>
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Figure-A I-6  Mismatched shapes from the MPEG-7 shape database, using a 1-NN with the combined distance.
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