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FOREWORD

This thesis follows a three-journal-article format. The content of each research paper is original work, and was entirely conducted by myself as the principal author in conjunction with various collaborators who have been duly acknowledged. The referred journal articles are included in the thesis as follows:

Chapter 2 is based on the article entitled “Inventory Management Under Joint Product Recovery and Cap-and-Trade Constraints,” submitted to the Journal of Cleaner Production. Two short versions of this paper were published in the 4th International Conference on Information Systems, Logistics and Supply Chain (Quebec, Canada, August 26-29, 2012), and on the “10e Congrès International de Génie Industriel” (La Rochelle, France, June 12-14, 2013). A technical report also appears on CIRRELT 2014-03.

Chapter 3 refers to the journal article “On Inventory Control of Product Recovery Systems Subject to Environmental Mechanisms,” published in the International Journal of Production Economics. Conference papers based on this article were submitted and presented at the 5th International Conference on Information Systems, Logistics and Supply Chain (Breda, The Netherlands, August 24-27, 2014), and at the 2014 Industrial and Systems Engineering Research Conference (Montreal, Canada, May 31- June 3).

Finally, Chapter 4 presents the research paper entitled “Environmental Sustainability for Long-Term Supply Chain Decisions Under Cap-and-Trade Regulation,” submitted to the International Journal of Production Economics. A short version has also been submitted to the 8th IFAC Conference on Manufacturing Modelling, Management and Control (Troyes, France, June 28-30, 2016).

Full citations of the aforementioned articles are:

a. García-Alvarado, M. S., M. Paquet, and A. Chaabane. b. "Inventory management under joint product recovery and cap-and-trade constraints". Submitted to Journal of Cleaner Production


Related conference papers and technical reports are listed as follows:


García-Alvarado, M., M. Paquet, and A. Chaabane. 2014b. "Inventory Control and Environmental Policies". In *5th International Conference on Information Systems, Logistics and Supply Chain*. (Breda (The Netherlands), August 24-27 2014)


ACKNOWLEDGEMENTS

This thesis would not be possible without the guidance and support of my advisors: Marc Paquet and Amin Chaabane. I am honored to have had the opportunity to work and learn under their supervision throughout all of these years. I am deeply grateful for their time, expertise, patience, and valuable feedback.

I sincerely thank the members of the jury, Jean-Pierre Kenné, Ali Gharbi and Sophie D’Amours, for accepting to evaluate this work and providing valuable comments. I would also like to extend my gratitude to Lionel Amodeo of the “Université de Technologie de Troyes” for having received me during my internship. His feedback was a great resource and helped to strengthen this work.

I am thankful to my family and friends for providing me with constant support and encouragement in the pursuit of this work. I especially acknowledge Johnna Lee-García and Ali Wafdi, who reviewed and improved the quality of the language of this work.

Finally, I am proud to have been given the opportunity to work in NUMÉRIX at the ÉTS. I extend my sincerest gratitude to all of my colleagues whose conversations and advice helped me to overcome the ups-and-downs of this work. They made this journey an incredible one.
MÉTHODES DE GESTION DE STOCK SOUS DES CONSIDÉRATIONS ENVIRONNEMENTALES

Marthy Stívaliz GARCÍA ALVARADO

RÉSUMÉ

Le développement durable est basé sur trois axes : le développement économique, social et environnemental. Étant donné que les efforts traditionnels ont été principalement centrés sur la dimension économique, les gestionnaires sont aujourd’hui confrontés à de plus grands défis. Ils doivent fournir les bonnes quantités aux bons moments tout en minimisant les coûts et en réduisant les impacts environnementaux et sociaux. À la lumière de ces nouveaux défis, la gestion des stocks pourrait offrir une solution efficace pour intégrer les principes du développement durable. Ce travail met en évidence le rôle de la gestion des stocks dans l’accomplissement des objectifs de durabilité.

Notre objectif est de faire évolution la connaissance du potentiel de la gestion des stocks dans la quête de chaînes d’approvisionnement durables. Dans le Chapitre 1, nous avons identifié que la compréhension de l’effet des considérations durables au niveau stratégique est déjà à un stade avancé. Cependant, au niveau tactique et opérationnel, elle n’en est qu’à son début. Il y a peu ou pas de travaux sur le rôle de la gestion des stocks à l’atteinte des objectifs du développement durable. Ces lacunes dans les connaissances sont comblées dans les chapitres suivants. Le Chapitre 2 vise à explorer la manière d’incorporer les politiques environnementales dans la gestion des stocks. À cette fin, nous avons étudié un problème de gestion des stocks à horizon infini considérant la remise à neuf et soumis à une réglementation de réduction des émissions de carbone. Nous avons fourni un aperçu sur la structure des nouvelles politiques de gestion des stocks et de carbone. Finalement, nous avons mis en valeur les avantages économiques et environnementaux de la restructuration des politiques de gestion des stocks. Dans le Chapitre 3, nous avons étendu nos résultats à un contexte d’horizon fini. Nous avons abordé l’effet des paramètres environnementaux sur la planification de la production et les décisions de gestion des stocks. Le modèle fourni a fait ressortir les difficultés de résolution causées par la complexité du problème traité. Une approche méta-heuristique a été proposée. Dans le Chapitre 4, nous avons étudié la combinaison des planifications stratégique et tactique. Nous avons souligné les avantages financiers et environnementaux d’une telle approche intégrée. Enfin, nous présentons les conclusions qui rassemblent les leçons apprises et nous suggérons des perspectives futures.

Cette thèse fournit une compréhension globale des avantages apportés par la restructuration de la gestion des stocks dans le but d’améliorer la performance durable des entreprises. Nos résultats nous permettent de placer la gestion des stocks comme une approche complémentaire à l’atténuation des émissions et au contrôle des coûts. Les politiques de gestion des stocks doivent être adaptées au besoin pour faire face à des politiques environnementales et pour les transformer en opportunités. En fin de compte, cette restructuration permettra de : 1) donner
plus de flexibilité à l’entreprise pour répondre aux incertitudes supplémentaires générées par les considérations environnementales, 2) équilibrer les capacités de production, la demande et les exigences environnementales, et 3) exploiter le potentiel du marché du carbone afin de maximiser le profit à long terme tout en minimisant les effets environnementaux des processus de production. En outre, nos résultats présentent de multiples implications pratiques. Tout d’abord, les décideurs peuvent prévoir les situations menaçantes et réagir à temps. Deuxièmement, les législateurs peuvent profiter de nos résultats pour définir des niveaux de contrôle plus appropriés. Enfin, les régions avec des entreprises à haut niveau d’émissions en carbone bénéficieraient d’une réduction de l’impact environnemental des activités de fabrication.

**Mots clés:** Gestions des stocks, chaînes d’approvisionnement durables, développement durable, système de plafonnement et d’échange de droits d’émission
INVENTORY CONTROL UNDER ENVIRONMENTAL CONSIDERATIONS

Marthy Stívaliz GARCÍA ALVARADO

ABSTRACT

Sustainable development focuses on three axes: economic, social and environmental development. Since previous efforts were concentrated on cost reduction strategies, managers are now confronted with greater threats. They still have to supply the right quantities at the right moment at minimum cost while making environmental and societal improvements. In light of these new challenges, inventory control might offer an effective solution to integrate the sustainability issues. This work highlights the role of inventory control in achieving sustainable objectives.

Our aim is to advance understanding of the potential of inventory control in the quest of building sustainable supply chains. In Chapter 1, we found that while the understanding of the effect of sustainable considerations at the strategic level is more mature, at the tactical level it is in its infancy. There is little or no knowledge about the role of inventory control in regard to sustainable development. Our aim is to contribute in filling the gaps. In Chapter 2, we explored how to incorporate environmental policies into inventory control. To this end, we studied an infinite-horizon inventory problem with remanufacturing subject to carbon abatement regulations. We provided insights into the structure of new inventory and carbon management policies. Ultimately, we showed the economic and environmental advantages from restructured inventory policies. In Chapter 3, we extended our results to a finite horizon context. We addressed the effect of environmental parameters on production planning, and on inventory control decisions. The proposed model brought out the computational issues of the added complexities. A meta-heuristic approach is then proposed. In Chapter 4, we investigated combining strategic and tactical planning. We stressed the financial and environmental benefits of such an integrated approach. Finally, we conclude this thesis with our general conclusion which brings together lessons learned and points out further perspectives.

This thesis provides a comprehensive understanding of the benefits of inventory control to improve the sustainable performance of firms. Our findings enable us to place inventory control as a complementary approach to emission mitigation and cost control. Inventory policies must be redesigned to cope with environmental policies and to transform regulations into opportunities. Ultimately, this restructuring would 1) give more flexibility to the firm to respond to additional uncertainties from environmental issues, 2) balance production capacities, demand, and environmental requirements, and 3) release the potential of the carbon market to maximize the long-term profit while minimizing the environmental effects of production processes. Besides, our findings present multiple practical implications. Firstly, decision-makers can foresee threatening situations. Secondly, policy-makers can take advantage of our findings to define more appropriate enforcement levels. Finally, communities with carbon intensive businesses would benefit from a reduction in the environmental impact of manufacturing activities.
Keywords: Inventory control, sustainable supply chains, sustainable development, cap-and-trade scheme
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INTRODUCTION

0.1. Research Context

Originally, supply chains were conceived within a profit maximization or a cost minimization context (Chopra and Meindl, 2015; Rosič and Jammernegg, 2013; Brandenburg et al., 2014; Fahimnia et al., 2015c). After all, business is the creation of economic value (Elkington, 1998). However, these days, a new way of thinking known as sustainable development has emerged.

Sustainability calls for the simultaneous integration of economic, environmental and social objectives which affect supply chain decisions. In this approach, we should not focus only on the capital spent, but also on the environmental and societal equity achieved, as defined by Elkington (1998) in his triple bottom-line approach. Sustainable development spans many new opportunities, but also holds challenges. This demands a wider variety of approaches and a deeper understanding of the sustainability objectives, so that we can improve firms’ achievement of them. Besides, sustainable legislation and client awareness add to companies’ needs for integrating sustainable development. The challenge is therefore to develop design, planning and control methods to extend the scope of the traditional supply chain to supply chains that are sustainable.

Pioneer companies have already merged this notion into their values (Fiksel, 2010). For instance, the American sportswear brand, Nike, uses recycled polyester and other footwear material in their products. Johnson and Johnson looks to reduce the effect of the carbon footprint of their logistics operations. Besides encouraging their supplier to measure energy consumption and GHG (Greenhouse Gas) emissions, by the end of 2014, they reduced by 9.6% their facilities’ CO2 generations. Finally, Toyota and UPS used logistics as a means to reduce their GHG emissions. Carter and Rogers (2008) argue that firms capable of integrating sustainability will outperform firms that do not. In fact, Pagell et al. (2014) and Kim et al. (2014) claim that if current supply chains want to survive, they should change their practices and management models to integrate sustainable goals. While the pressure has grown for companies to do so, evolution of management methods for carrying this out have not seen the same growth.
Sustainable development is defined by the Brundtland Commission (Brundtland et al., 1987) as “the development that meets the needs of the present without compromising the ability of future generation to meet their owns needs.” According to Seuring and Müller (2008) this definition necessitates breaking silos and rethinking supply chain methods within a more holistic view. Therefore, once sustainability is added, all decision levels namely strategic, tactical and operational must be extended to integrate sustainability (von Blottnitz and Curran, 2007; Corsano et al., 2011; Sarkis, 2003).

In the stream of strategic supply chain, researchers have already put sustainability on the agenda. Authors Corsano et al. (2011), Chaabane et al. (2012) and Rezaee et al. (2015) have pointed out that when sustainability issues are integrated, the design of supply chains changes. Moreover, they claim that the supply chain network design is critical to meet sustainability objectives. Other strategic subjects that have been extended to cope with sustainable objectives are: product design (Andersson et al., 1998), supplier selection (Bai and Sarkis, 2010; Kumar et al., 2014); supplier co-operation (Hollos et al., 2012); technology selection (Giarola et al., 2012b,a), and transport mode selection (Elhedhli and Merrick, 2012; Hoen et al., 2012).

At the tactical level, Benjaafar et al. (2013); Fahimnia et al. (2015a); Xu et al. (2015) claimed the importance of inventory control and production strategies in meeting sustainability objectives. Inventories are among the main activities of supply chains (Fahimnia et al., 2015c). Some authors have extended the scope of the traditional inventory control to sustainable approaches. In a deterministic context, Hua et al. (2011) and Li and Gu (2012) have proved that production/order quantities are different when sustainability issues are integrated. Moreover, Xu et al. (2015) showed that optimal production levels are highly related to sustainability targets.

Despite the fact that some management systems have evolve to comply with sustainable objectives, Pagell et al. (2014) argues that our present knowledge, especially at the lower decision levels (i.e. tactical and operational) is not enough to create supply chains that are cost efficient and have green performance. Each decision level entail too many variables, too many uncertainties to foresee the effect of sustainability at each level. The challenge is to find new ways
in which the three objectives of sustainable development can coexist at the different decision levels. We need to establish new planning methods to aid companies in embracing sustainable goals.

In particular, it has been pointed out that sustainability initiatives and the environmental policies add uncertainties and new assets to manage (such as carbon credits and reverse flows) to the system constraints. While inventory control has proven to help in reducing cost and improving service level by providing flexibility to the systems and a way to react to uncertainty (Hugos, 2012), inventory policies may help to comply with sustainable objectives. This leads to many questions such as: how can the goals of sustainable development be translated into inventory policies? What new decisions need to be integrated in planning? How can inventory control help achieve sustainable performance? The aim of this work is to enhance the understanding of the role of inventory control to comply with sustainable objectives. We need to reformulate previous models to include the three different sustainable objectives. Our primary objective is to help decision-makers to make this transition. Accordingly, in the following section, we define the scope of the problem limited by our research question. Further, we propose a methodology to answer our questions, and finally, we give our thesis outline.

0.2. Scope of the problem

Considering that a sustainable supply chain requires a holistic view of the system (Seuring and Müller, 2008), all decisions (i.e. strategic, tactical and operational) need to be restructured throughout supply chains. However, this task cannot be achieved without prior knowledge and learning about the effects of sustainability at the different decision levels.

Under the context of sustainable development, environmental policies receive particular attention. Environmental laws were born to enforce the implementation of sustainable development among firms. It seeks to reinforce the application of sustainable development where development may cause a significant environmental harm to prevent, or, at least, mitigate such harm. In this regards, multiple countries have developed environmental legislation. We can see the
European Union (EU) with the EU emission trading system (EU ETS), and the Directive on waste electrical and electronic equipment (WEEE). The United States has set various legislation regarding the emission of different pollutants as sulfuric acid. California along with several provinces in Canada have integrated a cap-and-trade scheme. In this research, we focus the integration of environmental legislation as a means to incorporate sustainable development into decision-making.

While early research efforts in sustainable schemes were mainly devoted to investigating the impact of environmental policies on the strategic level; at the tactical level, the effect of environmental constraints is not clear nor is understand on the effect sufficient. To the best of our knowledge, there is no study in addressing the impact of environmental legislation on inventory control. The lack of a comprehensive understanding of the influence of environmental regulation on inventory control prevents us from joining various decision levels. A solid grasp of the effects of environmental regulation is required to advance research on the capabilities of inventory control for achieving sustainability objectives.

The aim of this research is to enhance the understanding of the role of inventory control to achieve cost-effective and social and environmentally friendly supply chains. To this end, it is essential to analyze existing inventory management strategies and examine whether or not they are attaining environmental goals. This brings us to our first research question (RQ):

**RQ1: Are current inventory control policies effective for coping with environmental laws?**

In case present inventory policies need to be transformed, we need to gain insight on how inventory policies must be re-structured. To this end, identifying and understanding the interdependencies between environmental and inventory parameters is crucial. Therefore, we can anticipate further strategies for achieving improved environmental performance. Our second research question is formulated as follows:

**RQ2: What are the key factors in the design of inventory policies to confront environmental constraints?**
From the relations established, strengths and weaknesses of inventory control can be identified. This would help us develop an inventory control strategy capable of transforming environmental policies into opportunities and reacting to threatening situations. In this circumstances, joint strategic and tactical planning might have the potential to help tempering risky situations. We state our third research question as follows:

**RQ3:** What opportunities can be found from the use of joint strategic and tactical planning to enhance the environmental performance of a supply chain?

In the following section, we discuss the methodology used to address the research questions mentioned earlier.

### 0.3. Methodology

To answer the questions mentioned above, we investigate the effect of environmental policies in the context of affected sectors. While there are many factors that we do not understand and analytic solutions are scarce, this research uses multiple case studies to investigate and gain insight into the role of inventory control to cope with environmental constraints.

We consider that case studies are a suitable methodology for enabling us to identify and describe critical variables in decision-making on standing case-studies. We use an approach where we will first closely observe details of individual inventory models. Then, we will get a greater perspective by integrating the strategic level. Hence, we will transfer the benefits of inventory control and study how the two decision levels interact. Figure 0.1 provides a description of the proposed methodology. In the following, we describe each step in detail:

**Step 1. Environmental regulation integration into inventory management**

This step focuses on answering our first research question: are current inventory policies helpful in meeting environmental targets?
In this step, we explore ways to integrate environmental legislation into inventory control. To this end, we study several environmental mechanisms and their translation into the objective function and/or constraints. Through case studies, we identify new decisions, states and information required to make inventory policies mesh with environmental goals. We identify the difference between decision-making with and without environmental policies by comparing the structure of inventory policies before and after the inclusion of these. Finally, we emphasize
the opportunities for inventory re-design, by measuring the sustainable improvement in terms of economic and environmental performance.

**Step 2. Environmental planning**

The focus of this step is to answer the second research question. What are the key success factors in planning under environmental constraints?

We center on the understanding of the interaction between various environmental parameters and decisions on inventory control. Through numerical studies, we measure the effect and interaction of environmental parameters on economic and environmental performance. From the case studies, we identify key environmental factors and determine the threshold values which affect inventory policies.

**Step 3. Integration of hierarchical decision levels**

Sustainable supply chains require integration and coordination of all decision levels, namely strategic, tactical and operational. The third step addresses the question: What opportunities can be found from the use of joint strategic and tactical planning to improve the environmental performance of a supply chain?

Integration of strategic and tactical decisions is a step forward in building real, sustainable supply chains. Strategic decisions must ensure feasibility of lower decision planning. Indeed, capacity planning is one of the most important topics in this field. To stress the importance of hierarchical integration, we study the simultaneous decision making on capacity planning, investment in carbon abatement technologies, production and inventory control and carbon management. We compare an integrated approach to an isolated tactical planning. Furthermore, we measure the difference in performance regarding profit and environmental achievement. This enables us to highlight the potential benefits and pitfalls of isolated inventory control and the advantages of an integrated approach.
0.4. Limitations

There is a gap in the understanding of the implications of sustainability issues at the tactical and operational levels. The aim of this research is to enhance the understanding of the potential of inventory control to improve the sustainable performance of supply chains. Therefore, we bound our research to the tactical and strategic levels.

To be specific, our decisions include, but are not limited to, inventory control, production planning, and carbon management strategies. We integrate into those decisions the economic and environmental performance aspects of sustainability.

One of the key elements of sustainability is the integration of three axes: economic, environmental, and social. However, the difficulties in measuring social performance such as human health, human dignity, and basic needs fulfillment (Hutchins and Sutherland, 2008) have limited the development of performance indicators (Fahimnia et al., 2015a; Brandenburg and Rebs, 2015). The inclusion of environmental policies in decision planning can help to incorporate a sweeping view of the problem. Environmental damage can have consequences on social welfare; hence improvements in environmental effects can also bring about social improvement (Xu et al., 2015). In this work, we considered environmental and social achievement as a single objective.

0.5. Thesis outline

The rest of this thesis is organized as follows: In Chapter 1, we survey the literature on sustainable supply chains and highlight knowledge gaps we aim to fill by our research. In Chapter 2, we present an infinite-horizon single-item inventory model for product recovery. We illustrate the integration of environmental policies into inventory control, and highlight the advantages of such integration. We extend inventory management of recovered products under environmental constraints to a finite horizon in Chapter 3. We identify key environmental parameters and study their effect on decision-making. In this section, solution challenges become evident.
Therefore, we propose an alternative approach to extend our results and reduce the computational time.

In Chapter 4, we extend our results to strategic planning. We focus on the potential of the integrated decision levels. We elaborate on the advantages of capacity planning and investments in carbon abatement. We discuss how environmental performance is enhanced in light of sustainable development. Concluding remarks are given at the end of this work, along with a summary of our major findings and a discussion of the future implications of our study.
CHAPTER 1

LITERATURE REVIEW

The aim of this chapter is to give a brief review of the key principles of sustainable development applied to supply chains, to provide a state of the art of existing literature in the field of design and planning of sustainable supply chains, and to situate our work.

1.1 Fundamentals of sustainable supply chains

Sustainability focus on the three pillars stated by Elkington (1998) namely, financial, environmental and societal. Thus, the concept of sustainable development extends the economic goal of a regular supply chain to ecological and social issues.

A supply chain is defined by Chopra and Meindl (2015) as all functions involved in receiving and filling customer demand. It encompasses manufacturers, suppliers, transporters, warehouses, retailers and customers. Supply chain goal must be to maximize supply chain overall profitability (Chopra and Meindl, 2015), yet conventional supply chains focus primarily on economic and financial business performance (Brandenburg et al., 2014). On the other hand, a sustainable supply chain integrates and coordinates all the aspects of traditional supply chains and also includes the two additional dimensions of sustainable development; namely environmental and societal goals (Seuring and Müller, 2008; Ahi et al., 2013; Brandenburg et al., 2014). Therefore, in this broader perspective of supply chains, environment, and social objectives must be considered as a requirement to fulfill customer needs.

Green supply chain, reverse logistics, and closed-loop supply chain (CLSC) are other frequent topics in the field of sustainable supply chains (Govindan et al., 2015). When only the environmental aspects are integrated into supply chain thinking, it is known as green supply chain management (Srivastava, 2007). Reverse logistics involves the collection, inspection, disassembly, reprocessing, redistribution and reuse of end of life products, and the disposal of associated wastes (Agrawal et al., 2015; Bazan et al., 2016). On the other hand, a closed-
loop supply chain integrates and coordinates the forward and reverse supply chain activities (Guide et al., 2003). For an extensive literature on the field, we suggest the works of Fleischmann and Bloemhof-Ruwaard (1997) and Srivastava (2007).

We discuss motivations of sustainable supply chains and performance indicators, among others, in the following sections.

1.1.1 Triggers for sustainable supply chains

The adoption of sustainable initiatives is mainly triggered by 1) customers and stakeholders, and 2) legislation (Seuring and Müller, 2008; Walker et al., 2008; Testa and Iraldo, 2010; Hoen et al., 2012).

1.1.1.1 Customers and stakeholders

The objective of supply chains is to fill customer’s demand (Chopra and Meindl, 2015). Then, customers are a great motivator for building sustainable supply chains.

Numerous studies reveal the growing pressure exerted by customers for greener products and less polluting processes. For instance, in a study carried out by Letmathe and Balakrishnan (2005), in the United States, more than 60% of customers desist or consider avoiding goods for environmental causes. In a more recent study in China, Zhao et al. (2014) revealed that 71.6% out of 500 interviewed consumers are disposed to pay for high-priced green products. Ultimately, Kassinis and Soteriou (2003) acknowledges the impact of environmental enhancements on profits by growing customer satisfaction on hospitals.

Stakeholders can also influence firms to embrace important goals such as the ones of sustainable development (Schaltegger and Burritt, 2014). The growing number of ecologically conscious customers encouraged stakeholders to pressure organizations to adopt sustainable initiatives. For instance, the study performed by González-Benito and González-Benito (2006)
over 186 manufacturing firms reveals that only stakeholder’s pressure can justify the implementation of environmental habits in logistics.

1.1.1.2 Environmental policies

Amid growing concerns over climate change, depletion of natural resources and client awareness; a significant number of enactments has emerged all over the world. Laws go from voluntary agreements to complex trading systems, though, they all share the same goal: to encourage companies to curb their emissions or their resource consumption.

We might divide the policies into two categories discussed below: regulatory approaches and market-based approaches. Other mechanisms derive from combinations or special cases of the previous strategies.

**Regulatory approaches: Command and control**

Regulatory approaches also known as command and control, rely on setting a standard environmental performance, defining a particular technology or emission limits without using economic incentives beyond established limits (U.S. Environmental Protection Agency, 2001).

The enforcement of this regulation is made through sanctions. Since the policy tends to restrict compliance options, this strategy is not as flexible as other approaches, but it is effective to carbon mitigation. China was one of the countries to use a command-and-control to climate challenges.

**Market-based approaches**

In contrast to the command and control regulation, market-based policies provide economic incentives to reduce carbon emissions. Two of the most-used approaches are carbon taxes and cap-and-trade mechanisms (Song and Leng, 2012; Hoen et al., 2012; Xu et al., 2015).
Moreover, some authors define these policies as one of the biggest motivators for building green supply chains (Schaltegger and Csutora, 2012).

- A carbon tax is defined as a penalty for greenhouse gas (GHG) emissions, set and controlled by the government (U.S. Environmental Protection Agency, 2001). Under this approach, there is no cap, emitters decide the number of emissions to mitigate based on carbon prices.

Examples of countries that have followed this approach include Australia, Sweden, Norway, South Africa, Mexico and the Canadian province of British Columbia (Schaltegger and Burritt, 2014; Xu et al., 2015).

- An alternative policy to a carbon tax mechanism is a cap-and-trade regulation. In this approach, as in the command and control system, the government set a target on the emission abatement. However, if mandatory levels are not respected multiple options exist.

To meet the environmental targets covered sectors have the possibility to decide whether to modify their processes to reduce their ecological footprint or to buy exceeding emissions in the carbon market. Besides, companies can sell carbon credits if they have an emission surplus. The choice depends on the cost of reducing one metric ton of emissions versus carbon prices. Apparently, the success of the cap-and-trade scheme relies on the force of the market to drive carbon prices.

The main difference with a cap-and-trade policy against the others is that it is possible to buy emissions if caps are exceeded, contrary to the command and control approach. Plus, carbon prices are driven by supply and demand on the market and no by the government as in a carbon tax system. Numerous countries have launched their versions of the cap-and-trade scheme. For instance, countries in the European Union (EU) established the EU emissions trading scheme (EU ETS) in 2005, Tokyo in 2010, U.S. states such as California in 2013 and the Canadian province of Quebec in 2014 (California Air Resources Board, 2014; Xu et al., 2015).

Additional advantages and disadvantages of different environmental policies are listed on the work of Zakeri et al. (2015).
1.1.2 **Industrial sector background**

Although some aspects of the policies and the covered sectors differ by country, for the most part, the policies apply to the most intensive energy and carbon sectors.

For example, the EU ETS and California’s cap-and-trade program apply to energy-intensive industries such as oil refineries, iron and steel production, cement, and pulp and paper manufacturing, among others (Hoen et al., 2012; California Air Resources Board, 2014).

1.1.3 **Measuring sustainability performance**

Supply chain models are typically focused on performance indicators such as cost (net profit) and service level (Rosič and Jammernegg, 2013; Chopra and Meindl, 2015). Therefore, extending the scope of supply chains to green and social components evokes addressing the influence and relationships of supply chain activities to the natural environment and social welfare (Hervani et al., 2005).

Because of their significant effects on ecosystems and human health (Schaltegger and Burritt, 2014), authors such as Aronsson and Brodin (2006) and Fahimnia et al. (2015c) have identified GHG emission measurement as one of the most important and recurring methods to evaluate environmental performance. Other authors listed waste generation (Tsai and Hung, 2009), energy use (Cholette and Venkat, 2009) and material consumption (Curran and Brent, 2005) as alternative performance indicators. Meanwhile, well-suited social performance indicators are still missing (Brandenburg and Rebs, 2015). However, some metrics found in literature are: human health (Hutchins and Sutherland, 2008), labor conditions (Mueller et al., 2009) and job-creation (Boukherroub et al., 2015).

In reality, there is no universal way of measuring sustainability (Keating et al., 2008), performance indicators for supply chain must then be formulated in regards to the scope of sustainability focused. Hassini et al. (2012) and Schaltegger and Burritt (2014) present an extended literature review of metrics in the context of sustainable supply chains.
1.2 Related literature

According to the scope of this work, we reviewed papers at the strategic and tactical/operational decision levels. At the strategic level, we focused on the work made for building sustainable supply chains and how managerial models have been redesigned to cope with environmental policies. We briefly examine the role of reverse and closed-loop supply chains in this context. At the tactical/operational level, we centered on inventory control and how inventory policies have been adapted to include sustainability initiatives. Ultimately, we identified the main knowledge gaps.

1.2.1 Strategic supply chain decisions under environmental policies

In the following, we study the main work made at the strategic level to manage environmental constraints.

1.2.1.1 Network design

Supply chain network design is critical to meet environmental goals (Seuring, 2004; Ramudhin et al., 2010; Chaabane et al., 2011).

Chaabane et al. (2011) are among the pioneers in this field. Their results gave evidence of the advantages of a cap-and-trade mechanism and the benefits of network design to reduce the carbon abatement cost. Giarola et al. (2012a) focused on the design and planning of a multi-echelon supply chain under carbon and biomass cost uncertainty subject to an emission trade scheme. Their findings support that emission trading might represent a cost-effective means to a significant GHG emission mitigation. Elhedhli and Merrick (2012) studied the network design problem taking account emissions from transport. They provided evidence on how the emission cost affects network configuration. Harris et al. (2014) addressed the facility location and allocation problem with a bi-objective approach: costs and CO₂ emissions. They showed the trade-off between cost and emission performance. In a more recent research, Rezaee et al. (2015) studied the design and planning of a two-stage network with stochastic demand and car-
bon prices under carbon trading. They pointed out that supply chain configuration is extremely sensitive to the distribution of carbon prices. In particular, the higher the carbon price is, the greener would be the resulting configuration.

Since reverse logistics and CLSC save the use of virgin material, they are recurring topics in environmental issues (Seuring, 2004; Chouinard et al., 2005; Srivastava, 2007; Dekker et al., 2012). In this context, Chaabane et al. (2012) evaluated the effect of the carbon market on the design of a CLSC. Specifically, they defined the impact of the allowance prices and suggested that legislation at the global level must be established. More recently, Bing et al. (2015) investigated the integration of ecological regulation in the design of a reverse supply chain for household plastic waste recovering. Their results indicate that global relocation of re-processing facilities leads to improvements regarding cost and emissions from transport operations.

### 1.2.1.2 Investment in carbon abatement technologies

Technology choice and green investments are also important aspects that have been explored by some authors.

One of the pioneers in this field is the work of Hugo and Pistikopoulos (2005). They addressed the selection, allocation and capacity expansion of processing technologies with economic and environmental considerations. They gave proof that substantial improvements in one of the performance criteria (economic and environmental) can be reached by a minimal compromise on the other. Subramanian et al. (2007) modeled a three-stage game and studied pollution-control investments and cap-and-trade schemes. They stated that the number of available permits affects more carbon mitigation levels in a cleaner industry than in a dirty one. Giarola et al. (2012b) addressed the design of a bio-ethanol supply chain and technology choice with financial and environmental considerations. Their results demonstrated the strong impact of environmental objectives on technology decisions and supply chain design.

Krass et al. (2013) contributed to the understanding of the impact of carbon taxes on the choices of carbon abatement technology, production quantities, and price. The authors argue that while
emission fees would motivate an initial switch to low-carbon technology, expensive carbon fees would cause the opposite. Drake et al. (2015) later reaffirmed this. Drake et al. (2015) focused on the impact of a cap-and-trade scheme and emission tax on technology choice, capacity decisions, and production quantities. As in Krass et al. (2013), they pointed out that higher emission taxes would encourage lesser environmental investments on cleaner technology. Dong et al. (2014) investigated sustainability investments under a cap-and-trade legislation for centralized and decentralized supply chains. They derived the optimal production/order plan and determined that sustainability investment efficiency has a significant influence on required quantities.

1.2.1.3 Other topics

Transport is a significant contributor to global warming (Fahimnia et al., 2015a). Thus, some authors have narrower their research on this stream. For instance, Hoen et al. (2014) worked on reducing carbon emission by changing transport modes to cope with voluntary carbon emission targets. Their outcomes imply that transport mode selection is a suitable approach for small emission reduction goals. Jin et al. (2014) integrated a cap-and-trade and carbon tax regulation in a supply chain network design and transportation mode selection. They proved that strict emission-caps, and expensive carbon taxes and prices induced the redesign of supply chains. Chen and Wang (2015) studied the transport mode selection problem under numerous emission reduction policies and stochastic demand. They identified transportation mode shifting thresholds under the different laws.

Since now it is hard to distinguish between the sustainable practices of a company and those of the other supply chain’s players, cooperation, coordination, and supplier selection are frequent topics in building sustainable supply chains. In the cooperation field, Hollos et al. (2012) studied implications of supplier co-operation according to the axes of sustainable development. The results of their survey to 70 Western European companies expose that sustainable supplier cooperation is beneficial on businesses’ performance in the triple bottom line. However, only green actions, not social practices, have significant real impacts on economic performance. In a
coordination context, Barari et al. (2012) showed the environmental advantage of coordination between the producer and the retailer. Their outcomes gave proofs that additional greening actions are beneficial because they influence the market. Toptal and Çetinkaya (2015) focused on a buyer-vendor coordination under a cap-and-trade and carbon tax regulation. Their outcomes suggest that although coordination mechanisms aid the buyer and vendor to decrease their costs while complying with environmental policies in some scenarios, this generates an increased carbon footprint. Bai and Sarkis (2010) proposed an approach to integrate sustainability on supplier selection. They provided evidence of the complexity of decision-making facing the economic, environmental and social goals.

1.2.2 Tactical and operational decisions under sustainable constraints

While at the strategic level, the inclusion of sustainable development is in its maturity, the advancement at the tactical level is in this infancy. In the following, we explore the work made in this field with a strong emphasis on production planning and inventory control.

1.2.2.1 Sustainable production planning and inventory control

We classified the literature in production planning and inventory control in deterministic and stochastic models.

1.2.2.1.1 Deterministic models

The traditional economic order quantity (EOQ) is one of the most studied models. It considers a known and stationary demand over an infinite horizon. In addition, it aims to determine the optimal lot size while traditionally minimizing the total holding and ordering costs. Many researchers have extended this model to take account of the sustainability issues.

Bonney and Jaber (2011) extended the EOQ model to add the cost of disposal and emissions from transport. Hua et al. (2011) incorporated the cost of the environmental damaged when a cap-and-trade scheme is applied. They pointed out that the lot size is related to the cost,
emissions, and legislation. Under the same approach, Wahab et al. (2011) proposed a two-level supply chain model to determine the optimal production – shipment policy with regards to the cost and emission generated from transport. Bouchery et al. (2012) presented the so-called “sustainable order quantity (SOQ)” a multi-objective approach that considered the three pillars of sustainability. In the work of Arslan and Turkay (2013) social and environmental costs were included in the EOQ model. The social issues were translated regarding working hours, and five environmental approaches were studied. Veen and Venugopal (2014) presented a multi-objective approach based on the EOQ model with cost and energy usage considerations. Based on their efficient frontier, the authors provided insight into the trade-off on economic and environmental objectives. Battini et al. (2014) proposed a sustainable EOQ model. The authors integrated the environmental impact of transportation and inventory and investigated their effects concerning cost and carbon footprint. Based on the EOQ model, He et al. (2014) examined the impact of a cap-and-trade mechanism and carbon tax on lot-size. Their findings suggest that the effect of both regulations depends on their parameters.

Recently, other authors have continued to extend the scope of the EOQ model to minimize in parallel emissions and factors such as fuel and energy. For instance, Gurtu et al. (2015) focused on the impact of fuel price and emissions on the EOQ model. They gave proof of how the order cost and lot size change when fuel prices and emission taxes are permuted. Bazan et al. (2015a) explored a reverse logistics mathematical model based on the EOQ setting along with the cost of GHG emissions and energy usage. They focused on determined the optimal size batch for manufacturing and remanufacturing along with the number of times to remanufacture a product. Their findings on the remanufacturing of tires support that when the number of recovered items is low, it would be better to reduce the number of times a tire is remanufactured to minimize the carbon footprint of the company. Bozorgi (2016) presented a variation of the EOQ model. They examined a multi-objective (cost and emissions) inventory model for cold items. The proposed model outperforms, respectively, the EOQ model and the SOQ model developed by Bouchery et al. (2012).
The Arrow-Karlin model has also been extended to cope with environmental issues. In this model, it is assumed pollution as a non-decreasing and convex function of the production rate. In this context, Wirš (1991) proven than emission taxes would encourage higher inventory levels and lower production rates. Xepapadeas (1992) investigated the effect of emission caps and production and inventory levels. Dobos (1999) introduced emission limits and taxes into their production-inventory strategy. Their findings show that legislation would be ineffective if established limits are greater than the optimal production levels in a cost minimization context. Later, their work was extended to an emission trading scheme by Dobos (2005). Their outcomes attest that production and inventory optimal levels will not be the same with or without emission trading. Moreover, the effects of the environmental policy would coincide with those of Wirš (1991) and Dobos (1999). A final extension was made by Dobos (2007) to study the influence of carbon prices on production and inventory levels. They proved that the total cost will be increased and the production-inventory strategy will change after introducing emission trading. In fact, in comparison to an scenario without trading, inventory levels would be higher and production rate would decrease. The work of Dobos (2007) was extended by Li and Gu (2012). They focused on emission banking, and observed the same behavior that Dobos (2007) on production and inventory.

Under a deterministic context, Letmathe and Balakrishnan (2005) presented two models to help companies determine their optimal production planning under environmental regulation. Benjaafar et al. (2013) studied multiple lot-sizing models to show the effect of carbon regulation on procurement, production and inventory management. They argue that carbon abatement objectives can be attained only by operational modifications. Absi et al. (2013) also explored a lot-sizing problem under several carbon constraints. They gave insights on the structure of the model and developed on solution methods. Similar to Absi et al. (2013), Helmrich et al. (2015) investigated a lot-sizing problem but with a constraint on the total amount of emissions generated. The authors gave insight into the structural properties of the model. Fahimnia et al. (2013) investigated the effect of carbon tax on the tactical-operational planning of a forward supply chain and a CLSC. According to their results, expanding the scope of a forward supply
chain to include reverse activities may be disadvantageous to a firms’ carbon footprint, but other ecological benefits should not be unnoticed. Later, Fahimnia et al. (2015a,b) studied the effect of carbon tax on a supply chain planning problem with economic and environmental considerations. Zakeri et al. (2015) compared a carbon tax against a carbon trading scheme on a supply chain planning problem. The authors claim that a cap-and-trade scheme out-performed the carbon tax approach in terms of emission, costs and service level. Although, a carbon tax may be a better approach when the uncertainty of the market is considered. Xu et al. (2015) also compared the effect of both regulations on the carbon footprint, profits, and social welfare. They focused on the joint production and pricing problem of a manufacturing firm with multiple products. They found that optimal production levels depend on the carbon price.

1.2.2.1.2 Stochastic models

Most of real-life systems have uncertain particularities; therefore, some stochastic models have also been extended to sustainability objectives.

In a non-stationary, single-period model, the newsvendor model is one of the most extended models. Manikas and Godfrey (2010) proposed a newsvendor model to estimate optimal production quantities in the presence of emission permits and penalties. They proved that the number of permits, permit fees, and penalty fees are inversely related to the quantity to manufacture. Song and Leng (2012) focused on the effect of the emission-caps, carbon taxes, and emission-trading. For the emission-cap, their results are similar to those of Dobos (1999), to be an effective policy the limit must trigger a minor quantity. Meanwhile, under a cap-and-trade policy, the emission cap must be such as the marginal profit is lower than the carbon price. Otherwise, the emission-cap would be not respected.

Based on the newsvendor framework, Rosič and Jammernegg (2013) analyzed companies’ decisions on a dual sourcing model considering emission from transport from one of the sources. They pointed out that given the flexibility of the cap-and-trade scheme; it is a preferred mechanism. Zhang and Xu (2013) with an approach multi-item, derived the optimal order quantity for
retailers subjected to the cap-and-trade mechanism. Their study shows that low-emission products would be preferred over high-emissions items when a cap-and-trade system exists. Using newsvendor hypothesis, Hoen et al. (2012) focused on determining simultaneously transport mode selection, and inventory policies to reduce carbon emissions. They found that mode selection decisions can obtain different emission reductions, but decisions highly depend on the regulation and non-monetary considerations, such as lead time variability.

Following another approach, Gong and Zhou (2013) studied a single-production, multi-period, production planning problem with emission trading. They gave insights into the characterization of the optimal production and trading policies. The authors emphasize that policies depend on more states and are not as simple in the traditional. In a more recent study, Purohit et al. (2015) focused on a lot-sizing problem under stochastic demand and a cap-and-trade mechanism. The authors argue that demand uncertainty increases not only costs but emissions as well. In the context of reverse logistics, Ahiska and King (2010) focused on production planning with recovery and set-ups. The authors characterized the structure of the optimal policy.

1.2.2.2 Other topics

Other studies that must be stressed at the tactical level is the work of Zanoni et al. (2014) and Bazan et al. (2015b). Zanoni et al. (2014) studied the joint economic lot sizing problem (JELSP) subject to environmental legislation and consignment stock. The authors gave proof that decisions are sensitive to emissions. Later on, their work was extended by Bazan et al. (2015b) to include energy usage. They authors claim that prioritizing GHG reductions may come in conflict with economic goals.

Bauer et al. (2009) integrated GHG emission cost into freight transportation planning and provided a multi-commodity capacitated network design to minimize the environmental impact of transport. Under the same context, Kim et al. (2009) studied the trade-offs between freight
transport cost and carbon emissions. Capacities of systems are pointed out to be a factor of great significance in decisions.

Validi et al. (2013) studied a low-carbon distribution network. They extended the traditional approach to incorporate the rate of carbon emissions and fuel consumption. Later, Validi et al. (2014) studied a capacitated distribution system for the dairy industry. They focused on the minimization of carbon emissions from transport and total costs.

1.3 Research gaps and discussion

Tables 1.1 to 1.6 summarize the literature review. We are interested in pointing out the planning problems that have been jointly studied in the context of sustainable supply chains. More specifically, we highlighted whether the literature considers profit maximization or cost minimization, carbon footprint reduction or inclusion of environmental legislation such as carbon tax, direct-cap or cap-and-trade, deterministic or stochastic scenarios, and other unique issues.

We list the knowledge gaps found in the literature as follows:

a. There is a variety of research in the field of decision-making at the strategic level, yet sustainability necessitates a holistic view. The effect of sustainable objectives at the tactical/operational level is not clear.

b. Inventory control has been identified in the literature as a core activity in the supply chain; nevertheless, its role in improving the sustainability performance of firms is not well-understood.

c. The approaches adopted in literature for integrating environmental legislation into inventory control are, for the most part, limited to minimization cost and deterministic scenarios.
d. There is no comprehensive study of the dynamics of environmental legislation. Besides, the critical parameters of environmental regulation and their effects on inventory control are not clear.

The new environmental constraints pose unknown challenges to previous management approaches. The literature has been focusing on strategic decisions such as network design and facility location to cope with environmental policies. Because of the intrinsic characteristics of tactical/operational decision models, very few authors have tackled the redesign of inventory policies. Incorporating environmental laws into inventory decisions will help to support strategic goals, and it may help companies to increase their environmental performance.

So far, inventory models that consider environmental constraints are frequently based on the EOQ model. Moreover, most of the models aim to minimize cost using single period and deterministic assumptions. Deterministic models may be easier to solve than stochastic models; nevertheless, inventory problems joint to environmental aspects are confronted with several uncertainties such as random demand, returns, carbon price and availability uncertainty. Therefore, typical assumptions such as a deterministic environment may not capture all the complexity of the real-world problems.

The majority of works integrating environmental legislation relax their dynamics. For instance, most of the models take the environmental law into consideration by setting emission limits or taxes. However, an environmental mechanism such a cap-and-trade scheme which involves purchase and sale of carbon credits necessitates more detailed models that consider quantity and period to buy/sell carbon credits. A proper understanding of the impact of environmental policies on inventory decisions may be critical for reducing environmental impact and improving profits.

1.4 Conclusions

In the last years, companies have been confronted with the integration of sustainable objectives. Clients and environmental legislation are putting pressure on firms to minimize GHG emissions
through all their supply chains. In this regards, very few research has been made to integrate environmental goals into inventory control, considered as a core activity in the supply chain.

In this chapter, we reviewed papers related to inventory control subject to environmental constraints. Although the number of papers in the field is increasing, the current literature is insufficient to have a clear understanding of the potential of inventory control to improve environmental performance. In general, multiple particularities of inventory control and environmental constraints have been relaxed on the existing models. Most of them are based on EOQ model where scenarios are considered deterministic and single-period, that may relax the complexities of the real world. To provide further insights, researchers and practitioners need to take a deeper view of the integration of environmental policies into inventory control. Models should integrate innate uncertainties of inventory control and environmental legislation such as random demand and carbon prices.

To enhance the understanding of the role of inventory control in coping with environmental constraint, our study also highlights the need for a more comprehensive evaluation of the impact of GHG emission reduction policies on inventory models. So far, the majority of the work reviewed in general simplifies the features of the environmental legislation. More detailed models that capture the dynamics of environmental mechanisms are required. Besides, the joint study of carbon management and inventory policies have also been neglected.

Better suited inventory models may improve environmental performance and reduce costs, which are the main challenges faced by decision-makers in supply chains. Our research fills the gap in the literature by 1) exploring the inclusion of environmental mechanisms in inventory control; 2) analyzing the effect of environmental legislation and its parameters on inventory management, and 3) defining the potential of inventory control to comply with sustainable goals, which might have the potential to help further improve the sustainable efficiency of supply chains.
Table 1.1  Summary of planning problems covered by the reviewed works

<table>
<thead>
<tr>
<th>Study</th>
<th>Capacity expansion</th>
<th>Investments</th>
<th>Inventory control</th>
<th>Production planning</th>
<th>Carbon management</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wirl (1991)</td>
<td></td>
<td></td>
<td>•</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Xepapadeas (1992)</td>
<td></td>
<td></td>
<td>•</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Dobos (1999)</td>
<td></td>
<td></td>
<td>•</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Hugo and Pistikopoulos (2005)</td>
<td>•</td>
<td></td>
<td></td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Dobos (2005, 2007)</td>
<td></td>
<td></td>
<td>•</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Letmathe and Balakrishnan (2005)</td>
<td></td>
<td></td>
<td></td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Subramanian et al. (2007)</td>
<td>•</td>
<td></td>
<td></td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Manikas and Godfrey (2010)</td>
<td></td>
<td></td>
<td></td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Bonney and Jaber (2011)</td>
<td></td>
<td></td>
<td>•</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Chaabane et al. (2011)</td>
<td></td>
<td></td>
<td>•</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Hua et al. (2011)</td>
<td></td>
<td></td>
<td>•</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Wahab et al. (2011)</td>
<td></td>
<td></td>
<td>•</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Bouchery et al. (2012)</td>
<td></td>
<td></td>
<td>•</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Chaabane et al. (2012)</td>
<td>•</td>
<td></td>
<td></td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Elhedhli and Merrick (2012)</td>
<td></td>
<td></td>
<td>•</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Giarola et al. (2012a)</td>
<td>•</td>
<td></td>
<td>•</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Giarola et al. (2012b)</td>
<td>•</td>
<td></td>
<td>•</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Hoen et al. (2012)</td>
<td>•</td>
<td></td>
<td>•</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Li and Gu (2012)</td>
<td></td>
<td></td>
<td>•</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Song and Leng (2012)</td>
<td></td>
<td></td>
<td>•</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Absi et al. (2013)</td>
<td></td>
<td></td>
<td></td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Arslan and Turkay (2013)</td>
<td></td>
<td></td>
<td></td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Benjaafar et al. (2013)</td>
<td></td>
<td></td>
<td></td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Fahimnia et al. (2013)</td>
<td></td>
<td></td>
<td></td>
<td>•</td>
<td></td>
</tr>
</tbody>
</table>
Table 1.2  Summary of planning problems covered by the reviewed works (continued)

<table>
<thead>
<tr>
<th>Study</th>
<th>Planning problems</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Capacity expansion</td>
</tr>
<tr>
<td>Gong and Zhou (2013)</td>
<td></td>
</tr>
<tr>
<td>Krass et al. (2013)</td>
<td>●</td>
</tr>
<tr>
<td>Zhang and Xu (2013)</td>
<td></td>
</tr>
<tr>
<td>Harris et al. (2014)</td>
<td></td>
</tr>
<tr>
<td>Hoen et al. (2014)</td>
<td></td>
</tr>
<tr>
<td>Drake et al. (2015)</td>
<td>●</td>
</tr>
<tr>
<td>Dong et al. (2014)</td>
<td>●</td>
</tr>
<tr>
<td>Veen and Venugopal (2014)</td>
<td>●</td>
</tr>
<tr>
<td>Battini et al. (2014)</td>
<td></td>
</tr>
<tr>
<td>He et al. (2014)</td>
<td>●</td>
</tr>
<tr>
<td>Fahimnia et al. (2015a)</td>
<td></td>
</tr>
<tr>
<td>Fahimnia et al. (2015b)</td>
<td></td>
</tr>
<tr>
<td>Zanoni et al. (2014)</td>
<td></td>
</tr>
<tr>
<td>Bazan et al. (2015a)</td>
<td>●</td>
</tr>
<tr>
<td>Bazan et al. (2015b)</td>
<td></td>
</tr>
<tr>
<td>Bing et al. (2015)</td>
<td>●</td>
</tr>
<tr>
<td>Gurtu et al. (2015)</td>
<td>●</td>
</tr>
<tr>
<td>Helmrich et al. (2015)</td>
<td></td>
</tr>
<tr>
<td>Purohit et al. (2015)</td>
<td>●</td>
</tr>
<tr>
<td>Rezaee et al. (2015)</td>
<td>●</td>
</tr>
<tr>
<td>Xu et al. (2015)</td>
<td>●</td>
</tr>
<tr>
<td>Zakeri et al. (2015)</td>
<td></td>
</tr>
<tr>
<td>Bozorgi (2016)</td>
<td></td>
</tr>
</tbody>
</table>
Table 1.3  Summary of economic and environmental issues covered by the reviewed works

<table>
<thead>
<tr>
<th>Study</th>
<th>Economic considerations</th>
<th>Environmental considerations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Minimizing cost</td>
<td>Maximizing profit</td>
</tr>
<tr>
<td>Wirl (1991)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Xepapadeas (1992)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Dobos (1999)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Hugo and Pistikopoulos (2005)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Dobos (2005, 2007)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Letmathe and Balakrishnan (2005)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Subramanian et al. (2007)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Manikas and Godfrey (2010)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Bonney and Jaber (2011)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Chaabane et al. (2011)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Hua et al. (2011)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Wahab et al. (2011)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Bouchery et al. (2012)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Chaabane et al. (2012)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Elhedhli and Merrick (2012)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Giarola et al. (2012a)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Giarola et al. (2012b)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Hoen et al. (2012)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Li and Gu (2012)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Song and Leng (2012)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Absi et al. (2013)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Arslan and Turkay (2013)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Benjaafar et al. (2013)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Fahimnia et al. (2013)</td>
<td>•</td>
<td>•</td>
</tr>
</tbody>
</table>
Table 1.4 Summary of economic and environmental issues covered by the reviewed works (continued)

<table>
<thead>
<tr>
<th>Study</th>
<th>Economic considerations</th>
<th>Environmental considerations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Minimizing cost</td>
<td>Maximizing profit</td>
</tr>
<tr>
<td>Gong and Zhou (2013)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Krass et al. (2013)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Zhang and Xu (2013)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Harris et al. (2014)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Hoen et al. (2014)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Drake et al. (2015)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Dong et al. (2014)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Veen and Venugopal (2014)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Battini et al. (2014)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>He et al. (2014)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Fahimnia et al. (2015a)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Fahimnia et al. (2015b)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Zanoni et al. (2014)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Bazan et al. (2015a)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Bazan et al. (2015b)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Bing et al. (2015)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Gurttu et al. (2015)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Helmrich et al. (2015)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Purohit et al. (2015)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Rezaee et al. (2015)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Xu et al. (2015)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Zakeri et al. (2015)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Bozorgi (2016)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Study</td>
<td>Uncertainty</td>
<td>Other characteristics</td>
</tr>
<tr>
<td>--------------------------------------------</td>
<td>-------------</td>
<td>-----------------------</td>
</tr>
<tr>
<td></td>
<td>Demand</td>
<td>Returns</td>
</tr>
<tr>
<td>Wirl (1991)</td>
<td></td>
<td>•</td>
</tr>
<tr>
<td>Xepapadeas (1992)</td>
<td></td>
<td>•</td>
</tr>
<tr>
<td>Dobos (1999)</td>
<td></td>
<td>•</td>
</tr>
<tr>
<td>Hugo and Pistikopoulos (2005)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Dobos (2005, 2007)</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Letmathe and Balakrishnan (2005)</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Subramanian et al. (2007)</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Manikas and Godfrey (2010)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Bonney and Jaber (2011)</td>
<td></td>
<td>•</td>
</tr>
<tr>
<td>Chaabane et al. (2011)</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Hua et al. (2011)</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Wahab et al. (2011)</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Bouchery et al. (2012)</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Chaabane et al. (2012)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Elhedhli and Merrick (2012)</td>
<td></td>
<td>•</td>
</tr>
<tr>
<td>Giarola et al. (2012a)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Giarola et al. (2012b)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Hoen et al. (2012)</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>Li and Gu (2012)</td>
<td></td>
<td>•</td>
</tr>
<tr>
<td>Song and Leng (2012)</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Absi et al. (2013)</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Arslan and Turkay (2013)</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Benjaafar et al. (2013)</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Fahimnia et al. (2013)</td>
<td>•</td>
<td>•</td>
</tr>
</tbody>
</table>
Table 1.6  Summary of special issues integrated into supply chains (continued)

<table>
<thead>
<tr>
<th>Study</th>
<th>Uncertainty</th>
<th>Other characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Demand</td>
<td>Returns</td>
</tr>
<tr>
<td>Gong and Zhou (2013)</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Krass et al. (2013)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zhang and Xu (2013)</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Harris et al. (2014)</td>
<td></td>
<td>●</td>
</tr>
<tr>
<td>Hoen et al. (2014)</td>
<td></td>
<td>●</td>
</tr>
<tr>
<td>Drake et al. (2015)</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Dong et al. (2014)</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Veen and Venugopal (2014)</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Battini et al. (2014)</td>
<td>●</td>
<td></td>
</tr>
<tr>
<td>He et al. (2014)</td>
<td>●</td>
<td></td>
</tr>
<tr>
<td>Fahimnia et al. (2015a)</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Fahimnia et al. (2015b)</td>
<td>●</td>
<td></td>
</tr>
<tr>
<td>Zanoni et al. (2014)</td>
<td>●</td>
<td></td>
</tr>
<tr>
<td>Bazan et al. (2015a)</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Bazan et al. (2015b)</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Bing et al. (2015)</td>
<td>●</td>
<td></td>
</tr>
<tr>
<td>Gurtu et al. (2015)</td>
<td>●</td>
<td></td>
</tr>
<tr>
<td>Helmrich et al. (2015)</td>
<td>●</td>
<td></td>
</tr>
<tr>
<td>Purohit et al. (2015)</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Rezaee et al. (2015)</td>
<td>●</td>
<td></td>
</tr>
<tr>
<td>Xu et al. (2015)</td>
<td>●</td>
<td></td>
</tr>
<tr>
<td>Zakeri et al. (2015)</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Bozorgi (2016)</td>
<td>●</td>
<td></td>
</tr>
</tbody>
</table>
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Abstract

The influence of environmental legislation in inventory control policies is explored. Previous work on product recovery is extended using the introduction of a cap-and-trade mechanism in an infinite-horizon inventory system in which demand and returns are uncertain. Demand is met through two different sources namely manufacturing and remanufacturing, which differ in cost and greenhouse gas emissions. The main contributions of this paper are 1) comparison of system operation in terms of cost and environmental performance under conventional and green inventory policies, and 2) managerial insights into the structure of green inventory policies. To illustrate the impact of a cap-and-trade scheme, a numerical example is used. We solved the problem as a Markovian decision process, and characterized the inventory policies based on the optimal replenishment strategy. We also conducted a sensitivity analysis to examine the effect of underlying environmental parameters as the emission cap and the allowance price in the policy structures. The results indicate that decisions are sensitive to carbon prices. The inventory policy could play an important role in compliance with environmental legislation, although there is threshold carbon price beyond which the company must focus on strategic decisions rather than tactical decisions.
Keywords: inventory control, green supply chain management, remanufacturing, cap-and-trade, markov decision processes

2.1 Introduction

Several factors, including natural resource depletion and growing environmental concerns and legislation, have forced businesses to redesign their supply chain in order to achieve sustainable objectives, namely economic, environmental and societal goals. For instance, companies operating in the pulp and paper, iron and steel industries have to reuse recovered materials more intensively in their process and also to reduce greenhouse gas (GHG) emissions (Benjafar et al., 2013). In this specific context, product recovery and GHG reduction strategies are jointly used by supply chain managers to minimize the environmental impact of logistics and supply chain activities.

Motivations for recovery include the reduction of costs associated with raw materials and waste disposal, and in many cases with compliance with law. Moreover, using recovered materials might help to reduce GHG emissions. For example, recycled plastic can be used in industrial manufacturing to partly replace virgin plastics and reduce waste. The study of Wong (2010) also confirms that the recycling of recovered plastics has less environmental impact than the use of crude oil to produce virgin plastics. Recycled plastic saves more than 40% of the carbon emissions of processing new polymer (Wong, 2010).

Triggers for GHG reduction are mainly new environmental laws and regulations such as the Western Climate Initiative (WCI) launched in 2010 (Seuring and Müller, 2008). The aim of the WCI is to reduce the 2005 level of GHG emissions by 15% by the year 2020. This program is based on a cap-and-trade scheme. Under this policy, the total quantity of emissions generated by regulated industries within a given period must be below an emission cap. Several Canadian provinces, as well as some U.S. states, have already signed on to the WCI program.

Early research efforts in product recovery and a cap-and-trade scheme (Chaabane et al. (2012); Palak et al. (2014); Devika et al. (2014)) were largely devoted to understanding the impact of
environmental policies at the strategic level. The authors concluded that strategic decisions are tied to environmental policies. Likewise, the importance of tactical and operational decisions in emission reduction is empathized by the studies of Benjaafar et al. (2013), Fahimnia et al. (2015a), Fahimnia et al. (2015b), Bing et al. (2015), Pan and Li (2015), and Ben-Salem et al. (2015). Nevertheless, the role that could play inventory policies in the presence of environmental legislations is still not clear and more studies are necessary.

This paper focuses primarily on inventory control in supply chains where joint product recovery and GHG reduction mechanisms are used to improve the environmental performance with minimum cost increase. Inventory control plays a major role in supporting financial objectives. However, to the best of our knowledge, studies on whether inventory control could play an important role to improve the environmental performance of a company do not explicitly exist. As a result, this study seeks to examine how inventory control policies with remanufacturing should be adjusted in the presence of a cap-and-trade scheme. Thus, the objective of this work is threefold: to develop a stochastic environmental model of inventory control with remanufacturing subject to a cap-and-trade scheme; to characterize the structure of the inventory policies and to determine the impact of the emission cap and the allowance price; to compare the economic and environmental impact of applying the new policies into inventory control.

The rest of the paper is organized as follows. In Section 2.2, we present a literature review on product/material recovery and environmental inventory models. The mathematical formulation of the problem is presented in section 2.3. Using a numerical example, we illustrate the details of the proposed inventory model and the effect of varying the parameter values in Section 2.5. We discuss the results of the numerical analysis in Section 2.6. Our conclusion and proposals for further work are presented in Section 2.7.

### 2.2 Literature Review

Our research is focused on two subjects, namely periodic review recovery inventory control, and environmental inventory control.
The first study of a periodic-review approach with random demand and returns was presented by Simpson (1978). Using dynamic programming, the author characterized the optimal periodic policy in cases involving product recovery. This policy is defined in terms of three parameters per period ($S_p, S_r, U$), which respectively denote the impetus to produce, remanufacture and dispose. Inderfurth (1997) extended the above model to include lead-time. Van der Laan et al. (2004) extended the Inderfurth (1997) model, introducing a hybrid system under finite horizon with different lead-times, demand and returns. Ahiska and King (2010) similarly extended the van der Laan et al. (2004) model by considering non-zero manufacturing and remanufacturing setup costs and different lead-time structures. By modeling the system as a discrete-time Markovian decision process (MDP), they characterized the optimal policy. Finally, Alinovi et al. (2012) evaluate the effectiveness of return policies in a stochastic inventory model for hybrid systems. They concluded that uncertainty affects the return policy and stochastic product returns made recovery less appealing.

The second stream of research involves environmental policies on supply chain decisions. In view of our stated research problem, we focus on the cap-and-trade mechanism that works as follows. At the beginning of a compliance period, regulated industries are granted with an amount of emissions known as an “emission cap.” During allowance auctions companies may purchase or sell allowances in the carbon market. At the end of the compliance period, companies must be below the emission cap to meet the legal requirements. The emission cap, compliance periods and covered sectors are defined by legislators (California Air Resources Board, 2014). In contrast, the allowance price is mainly defined by the carbon market, although legislation also establishes some rules. Figure 2.1 illustrates the dynamics of a cap-and-trade strategy. For an extended literature review on environmental strategies, we refer the reader to the work of Benjaafar et al. (2013).

Previous studies that incorporate environmental constraints at the strategic level include the work of Chaabane et al. (2012). The authors addressed the inclusion of the carbon market into the design of a supply chain using a multi-objective linear program. Formulating their system using mixed integer programming, Palak et al. (2014) studied the impact of environmental
legislation on the selection of suppliers and transportation mode in a biofuel supply chain. Devika et al. (2014) presented and compared multiple-solution approaches to a multi-objective closed-loop network problem integrating the three pillars of sustainable development. Finally, Bing et al. (2015) studied the design of a reverse supply chain subject to emission trading schemes. Focused on the household plastic waste scenario, the authors gave insights on the impact of GHG reduction strategies on deciding relocation of re-processing centers.

Figure 2.1  A cap-and-trade scheme
Among published studies with a tactical orientation, Bonney and Jaber (2011) propose an extension of the economic order quantity (EOQ) model called “Enviro-EOQ,” in which the costs of disposal and transport-associated emissions are considered. The authors concluded that when environmental costs are introduced, the size of the lot is larger than indicated by the traditional EOQ model. Hua et al. (2011) extended the EOQ model to include the cost of environmental damage. They determined the effect of economic lot size, carbon price, emissions and legislation on the total cost. Yet another EOQ study is that of Bouchery et al. (2012), they presented a form of EOQ called the “sustainable order quantity,” a multi-objective model coupled with an iterative approach that allows interaction with decision makers. Chen et al. (2013), studied the minimization of the total cost subject to an emission cap, proved that a cap is effective only when it is low enough to trigger a change in the quantities ordered. Benjaafar et al. (2013) provided managerial insights emphasizing the importance of operational decisions in emission reduction. Using a set of models the authors showed how adjustments in procurement, production and inventory decisions can reduce carbon emissions. Fahimnia et al. (2013) studied a closed-loop supply chain subject to a carbon tax. The authors defined how carbon pricing influences production and distribution allocation strategies. Later on, Fahimnia et al. (2015a) studied a supply chain optimization problem with parallel objectives: economic and carbon emission reduction. The authors focused on the effect of carbon pricing on manufacturing and distribution planning decisions. Later on, Fahimnia et al. (2015b) presented a tactical supply chain planning model subject to a carbon tax policy. Through numerical examples, they characterized the behavior of the system given different carbon taxes.

A stochastic scenario of inventory greening is the subject of a study by Song and Leng (2012). The authors explored the newsvendor problem subjected to several environmental constraints, providing the optimal production quantity and expected profit in each case. Using the same approach, Hoen et al. (2012) focused in transport mode selection, in an attempt to reduce carbon emissions. Lately, García-Alvarado et al. (2014) extended the work of Ahiska and King (2010). They explored a hybrid inventory model with stochastic demand and returns subjected to a cap-and-trade scheme. In their study, they characterized the structure of inventory policies facing
environmental constraints, and provided a simple study of the implications of environmental policies on inventory policy with remanufacturing. Using optimal control theory, Pan and Li (2015) studied a stochastic production-inventory problem with deteriorating items and pollution abatement strategies subject to an emission tax. Using the same approach Ben-Salem et al. (2015) proposed the “Environmental Hedging Point Policy,” a hedging point policy integrating environmental issues into unreliable manufacturing systems.

Table 2.1 summarizes the reviewed papers and positions our work. In spite of interest in recovery systems and integration of environmental constraints into inventory control, only the work of García-Alvarado et al. (2014) appears to have considered combining these fields. In view of this gap in the literature, in this paper we extend the experimental evaluation and the managerial analysis of García-Alvarado et al. (2014). Our main objectives are thus to compare inventory control with remanufacturing without environmental constraints to systems operating under environmental legislation, and to gain managerial insight into the impact of environmental legislation on inventory control policies.

<table>
<thead>
<tr>
<th>Studies</th>
<th>Production planning</th>
<th>Inventory Control</th>
<th>Reverse logistics</th>
<th>Environmental policies</th>
<th>Stochastic Demand</th>
<th>Stochastic Returns</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Simpson, 1978)</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>(Inderfurth, 1997)</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>(van der Laan et al., 2004)</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>(Alnoka and King, 2010)</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>(Bonney and Jaber, 2011)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Hua et al., 2011)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Alinovi et al., 2012)</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>(Chaabane et al., 2012)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>(Bouchery et al., 2012)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>(Song and Leng, 2012)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>(Hoen et al., 2012)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>(Chen et al., 2013)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>(Benjaafar et al., 2013)</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>(Fahimnia et al., 2013)</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>(Palak et al., 2014)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>(Devika et al., 2014)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>(Fahimnia et al., 2015a)</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>(Fahimnia et al., 2015b)</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>(Ben-Salem et al., 2015)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>(Pan and Li, 2015)</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>(Bing et al., 2015)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td><strong>Our study</strong></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>
2.3 Problem Definition

In the scenarios that follow, we shall study a infinite-horizon single-item system with returns subject to a cap-and-trade program and to a minimal recovery strategy. A cap-and-trade mechanism allows carbon-emitting companies to buy carbon credits up to a maximum when they have exceeded their emission cap, and to sell up to a maximum of allowances. In particular, a loose emission-cap or a company stopping production to trade its allowances would result in a firm with sufficient credits to not reduce its emissions and still get benefits from the sale of allowances. To prevent those scenarios, the sale of carbon credits is then only possible when the company achieved a $\beta$-emission reduction from the previous period. We also considered a minimal recovery constraint at each period where remanufactured returns must reach a minimal level ($\alpha$). We consider this as a major managerial strategic consideration in the scenario in which remanufacturing is more expensive than manufacturing. If company decisions are merely cost-driven, remanufacturing obviously will not occur. In this case, the legislation introduces product recovery by force.

The system illustrated in Figure 2.2 is an infinite-horizon, periodic-review process modeled in discrete time. It considers two finite-capacity stocking points, namely remanufacturable inventory and serviceable inventory. The inventory holding costs per unit per period are $h^R$ (remanufacturable) and $h^S$ (serviceable). The environmental impact of holding activities is not considered since it is considered negligible compared to the impact of manufacturing and remanufacturing.

Remanufacturable inventory is replenished by returns. All recovered products meet quality standards for reuse. The remanufacturing process has limited capacity and a single-period lead-time, which increases the serviceable inventory level at the end of the period. There are economic and environmental contributions associated to remanufacturing. Serviceable inventory is also replenished as products are manufactured. Like remanufacturing, the manufacturing process has limited capacity and a single-period lead-time and also raises the inventory
level at the end of the period. There is a variable manufacturing cost per product and an amount of emissions generated per quantity produced.

2.3.1 Sequence of Events

We considered MDPs is an effective technique to obtain the optimal optimal policy of sequential decision making problems in the presence of uncertainty. Therefore, the problem presented is modeled as a MDP with system dynamics illustrated by Figure 2.3. More specifically, the timing of events is described as follows. At the beginning of a period $t$, inventories are updated and remanufacturing and manufacturing decisions are made. We consider allowances are traded instantaneously. Then, monitored throughout the period, demand $D_t$ and returns $R_t$ are presumed to be independent, non-negative, discrete random variables with probability distributions $\phi(i) = \Pr[D_t = i]$ and $\phi(j) = \Pr[R_t = j]$ respectively. Demand and returns rates remain unchanged from one period to the next. Furthermore, demand that cannot be fulfilled immediately is backordered up to a maximum $\kappa^v$, above which sales are lost. In addition, disposal of returns is considered only when remanufacturable inventory capacity is exceeded, since disposal is relevant only when return rates are excessive (Teunter and Vlachos, 2002). Holding costs, penalties (lost sales and backorders), as well as environmental impact are con-
sidered at the end of the period. The objective is to characterize the policy that will determine for each period the quantities of product to remanufacture \((r_t)\) and manufacture \((p_t)\) that minimize the total cost while complying with an emission-trading program.

![Diagram of timing of events]

Figure 2.3 Timing of events

The associated model is described below. Remaining notation used throughout this paper is the following:

**Parameters:**

- \(\kappa^r\): Remanufacturing capacity
- \(\kappa^p\): Manufacturing capacity
- \(\kappa^S\): Serviceable inventory capacity
- \(\kappa^{aR}\): Recoverable inventory capacity
- \(\kappa^v\): Maximum amount of backlog allowed
- \(\kappa^e\): Maximum amount of credits allowed to buy or to sell
- \(\phi(i) = \Pr[D_t = i]\)
- \(\phi(j) = \Pr[R_t = j]\)
- \(E^c\): Emission cap
Carbon emissions per remanufactured product $e^r$
Carbon emissions per manufactured product $e^p$
Minimal recovery factor $\alpha$
Minimal emission reduction between period $t$ and $t + 1$ to allow selling of carbon credits at period $t$

**Costs:**

- Serviceable holding cost per unit per period $h^S$
- Remanufacturable holding cost per unit per period $h^R$
- Shortage cost per unit per period $v$
- Remanufacturing cost per unit $C_r$
- Manufacturing cost per unit $C_p$
- Disposal cost per unit $C_d$
- Lost sale cost per unit $C_{ls}$
- Carbon credit purchase price $C^+_c$
- Carbon credit selling price $C^-_c$

**Random Variables:**

- Stochastic demand in period $t$ $D_t$
- Stochastic returns in period $t$ $R_t$

**Decision Variables:**

- Quantity of products manufactured in period $t$ $p_t$
- Quantity of products remanufactured in period $t$ $r_t$
- Carbon credits bought in period $t$ $C_t^+$
- Carbon credits sold in period $t$ $C_t^-$
State Variables:

\( x_R^t \) Remanufacturable inventory level at the beginning of period \( t \)
\( x_S^t \) Serviceable inventory level at the beginning of period \( t \)
\( e_t \) Emissions held at the beginning of period \( t \)
\( \varpi_t \) Emissions generated at period \( t-1 \)

2.3.2 State Space and Action Space

The system state is characterized by the remanufacturable inventory level \( x_R^t \), the serviceable inventory level \( x_S^t \), the number of carbon credits \( e_t \) possessed by the company, and the number of emissions generated at the end of the previous period \( \varpi_t \). The state space \( \mathcal{S} \) is thus defined as \( \{ [0, k^S] \times [0, k^{aR}] \times [0, E^c] \times [0, E^c + \kappa^e] \} \). The state of the system at the beginning of a period is therefore given as: \( s_t := (x_S^t, x_R^t, e_t, \varpi_t) \).

The action space \( \mathcal{A}(s_t) \) corresponds to the set of all possible decisions \( d_{s_t}(\pi) \) that satisfy the constraints, given the system state \( s_t \). These are a combination of the decisions to manufacture \([0, \kappa^p] \), to remanufacture \([0, \kappa^r] \) and to buy or sell allowances \([0, \kappa^e] \times [0, \kappa^e] \). Decisions are generally specified for each state \( s_t \in \mathcal{S} \) according to a policy \( \pi \). For a given problem, there might be several possible policies denoted by the set \( \Pi \). We consider a stationary policy only. Decisions are thus determined by the current state of the system, regardless of time.

2.3.3 State Transition

Transition from state \( s_t \) to state \( s_{t+1} \) will depend on the set of decisions \( d_{s_t}(\pi) := (p_t, r_t, C_t^+, C_t^-) \) made according to the policy \( \pi \), as well as on the random variables (demand and returns) associated with their corresponding probabilities. For the system under study, determination of the transition probability matrix is defined as the joint probability of demand and returns, that is, \( P_\pi(s_t, s_{t+1}) = \sum_{j=0}^\infty \sum_{i=0}^\infty \Pr[D_t = i \mid \Pr[R_t = j]] \). The transition from state \( s_t \) to state \( s_{t+1} \), where \( s_{t+1} := (x_S^{t+1}, x_R^{t+1}, e_{t+1}, \varpi_{t+1}) \), is given by Equations (2.1) to (2.4).
Expression (2.1) denotes the remanufacturable inventory level at the beginning of period \( t + 1 \). It is given by the inventory level at the beginning of period \( t \) minus the remanufactured amount plus the return observed during period \( t \).

\[
x_{t+1}^R = x_t^R + j - r_t
\]  

The serviceable inventory level at the beginning of period \( t + 1 \) is given by Expression (2.2). It is defined by the manufactured and remanufactured quantities plus the maximum of the serviceable inventory level during period \( t \) minus the demand \( i \) and the backorder limit \( \kappa^v \).

\[
x_{t+1}^S = \max\{x_t^S - i, -\kappa^v\} + p_t + r_t
\]  

We define the emission level or the emission bank as the environmental stability of the system given by the number of carbon credits that can still be used by the system. The emissions level, \( e_{t+1} \), is obtained from the quantity of emission produced during the previous period \( e_t \) minus that associated with the actions taken \( \eta_t(\cdot) \) plus the quantity of allowances bought and sold \((C_t^+, C_t^-)\).

\[
e_{t+1} = e_t - \eta_t(p_t, r_t) - C_t^- + C_t^+
\]  

To model if a \( \beta \)-emission reduction has been achieved, we measure the environmental impact during the previous period. The term \( \omega_{t+1} \) is equivalent to the emissions generated during the previous period \( t \).
\[
\omega_{t+1} = \eta_t(p_t, r_t)
\]  

(2.4)

### 2.3.4 Reward function

Let \( f_\pi(x^S_t, x^R_t, e_t, \omega_t) \) denote the expected cost when the system is operated under the policy \( \pi \in \Pi \) given the state of the system \((x^S_t, x^R_t, e_t, \omega_t)\) at the beginning of period \( t \). The objective is to determine the policy \( \pi \in \Pi \) that minimizes the total expected cost while operating within the constraints. The total cost is given by Expression (2.5). This is defined in terms of 1) production costs; 2) holding costs and penalties; and 3) allowance trading.

\[
f_\pi(x^S_t, x^R_t, e_t, \omega_t) = \delta_t(p_t) + \gamma_t(r_t) + H_t(x^R_t, r_t) + L_t(x^S_t, r_t, p_t) + \rho_t(p_t, r_t, C_t^+, C_t^-)
\]  

(2.5)

#### Production costs

Manufacturing and remanufacturing costs, consider a quantity-related cost.

\[
\delta_t(p_t) = C_p p_t
\]  

(2.6)

\[
\gamma_t(r_t) = C_r r_t
\]  

(2.7)

#### Holding costs and penalties

Let \( H_t(x^R_t, r_t) \) denote the expected holding and disposal costs for remanufacturable inventory. A holding cost \( h^R \) per unit will be charged for all returned products remaining at the inventory at
the end of the period. In addition, if the remanufacturable inventory level exceeds its capacity $\kappa a R$, surplus products are disposed of at a cost $C_d$ per unit.

$$H_t(x_t^R, r_t) = h^R \sum_{j=0}^{\kappa a R + r_t - x_t^R} (x_t^R + j - r_t) \phi(j) + C_d \sum_{j > \kappa a R + r_t - x_t^R} (x_t^R + j - (\kappa a R + r_t)) \phi(j)$$

(2.8)

Let $L_t(x_t^S, r_t, p_t)$ denote the expected holding costs and penalties for serviceable products. This considers: 1) the holding cost $h^S$ that is charged to all serviceable products remaining at the inventory at the end of the period; 2) the expected shortage cost $v$ charged to the sum of back-order; and 3) the expected cost of lost sales given by a lost sale penalty $C_{ls}$ associated with the unfilled demand going above $\kappa^v$.

$$L_t(x_t^S, r_t, p_t) = h^S \sum_{i=0}^{x_t^S} [x_t^S - i + p_t + r_t]^+ \phi(i) + v \sum_{i > x_t^S + \kappa^v} (i - x_t^S) \phi(i) + C_{ls} \sum_{i > x_t^S + \kappa^v} (i - x_t^S) \phi(i)$$

(2.9)

Where $[x]^+ = \max\{x, 0\}$.

Environmental cost

Let $\rho(p_t, r_t, C_t^+, C_t^-)$ denote the cost for the emissions generated. The first term represents the expected cost of the emissions generated. The second and third terms represent the expected quantity of allowances to buy or to sell, respectively.

$$\rho(p_t, r_t, C_t^+, C_t^-) = C_t^+ C_t^- - C_t^- C_t^-$$

(2.10)
Where \( \eta_t(x_t^S, x_t^R, p_t, r_t) \) defines the total amount of emissions generated over period \( t \) for the set of activities \((p_t, r_t)\). Hence,

\[
\eta_t(p_t, r_t) = e^p p_t + e^r r_t
\] (2.11)

The environmental impact of an inventory policy is given by \( E_\pi(x_t^S, x_t^R, e_t, \sigma_t) \) which defines the expected amount of emissions generated and sold over the long term under a policy \( \pi \), given the state \((x_t^S, x_t^R, e_t, \sigma_t)\). The emissions bought were omitted since they are already considered in the emissions generated.

\[
E_\pi(x_t^S, x_t^R, e_t, \sigma_t) = \eta_t(p_t, r_t) + C^-_t
\] (2.12)

Decisions are subject to the following constraints. Manufacturing and remanufacturing orders must not exceed either production capacities or inventory levels.

\[
r_t \leq \min\{x_t^R, \kappa^r\}
\] (2.13)

\[
p_t \leq \kappa^p
\] (2.14)

Replenishment quantities must be integers and greater than their required minimum.

\[
p_t \geq 0 \quad \text{and integer}
\] (2.15)

\[
r_t \geq \alpha x_t^R \quad \text{and integer}
\] (2.16)

Inventory capacities must be respected.
\begin{align*}
x_t^R & \leq \kappa^R \\ x_t^S & \leq \kappa^S
\end{align*} (2.17) (2.18)

The number of emissions to trade must be an integer and less than the maximum permitted. Moreover, the set of constraints (2.21) to (2.22) ensures it is possible to sell allowances only when the emissions from the previous period were reduced at least by $\beta$. The parameter $\beta$ denotes the minimal reduction of emissions and $M$ is a large positive constant.

\begin{align*}
C_t^+ & \leq \kappa^e \\
C_t^- & \leq \kappa^e y \\
\frac{\sigma_t - \sigma_{t+1}}{\sigma_t} & \geq \beta + M(y - 1) \\
y & \geq 0, y \leq 1 \text{ and integer} \\
C_t^+, C_t^- & \geq 0 \text{ and integer}
\end{align*} (2.19) (2.20) (2.21) (2.22) (2.23)

Emissions banked at the end of each period must be lower than the emissions cap.

\begin{equation}
e_t \leq E^e
\end{equation} (2.24)

Finally, state variables $x_t^R$ and $e_t$ must be non-negative.

\begin{equation}
x_t^R \geq 0, e_t \geq 0
\end{equation} (2.25)
2.4 Solution Approach and Inventory Policy Characterization Methodology

The mathematical model was validated in a preliminary study, in which we obtained the same results that Ahiska and King (2010). For this purpose, we assigned zero emissions for each activity and we set the minimal remanufacturing requirement to zero. The MDP model was programmed in Matlab™ and run on an Intel® Core™ i7 2.20 GHz PC.

The proposed study is used to determine a) the importance of the inventory policy in satisfying environmental constraints and b) the effect of the emission-cap and carbon credit prices on the inventory policy. The proposed approach consist of two parts. The first part of the study demonstrates the role that could play inventory control under product remanufacturing and carbon emissions constraints. The second part is dedicated to the new policy definition.

In the first part, we derive the optimal production strategy for a conventional scenario by solving the MDP. Henceforth, conventional denotes the absence of cap-and-trade scheme and green refers to a case where a cap-and-trade scheme is applied. Based on the observation of the optimal replenishment strategy, we define the structure and parameter values of the inventory policy. We measure the performance of the inventory policy in terms of the deviation from the long-term cost given by Expression (2.5). We demonstrate how inventory policies help to meet environmental targets set by the cap-and-trade scheme. To this end, given a system subject to a cap-and-trade scheme we apply a conventional policy. Then, we measure the economic and environmental performance based on Expressions (2.5) and (2.12), respectively. Finally, we determine the gain or loss in economic and environmental terms from applying a green against a conventional inventory policy.

In the second part of this study, for a system subject to a cap-and-trade scheme we derive the optimal production and carbon management strategy and characterize the structure of decisions. The performance of the inventory policies is measured as before, in terms of the deviation from the long-term cost (Expression (2.5)). We repeat the proposed approach by permuting underlying environmental parameters (the emission cap, the allowance price) and the manufacturing cost.
2.5 Experimentation

The inventory model developed previously can be applied to any system as long as it possesses the characteristics described in Section 2.3. Based on our research objective, we chose to illustrate the applicability of the model and the proposed approach using the following numerical example.

2.5.1 Numerical Example

As shown in Table 2.2, emissions per unit of product are 50% lower for remanufacturing than for the manufacturing process. However, we assume in this example that remanufacturing is the most expensive process, since all collection activities are included in the cost. This will be the case particularly when the return flow is ill-defined and recovering of end-of-life products is expensive, or when recovered items need a pre-treatment to standardize material quality before beginning remanufacturing. The case in which remanufacturing is cheaper is also studied. This situation is expected to become widespread in the foreseeable future, due to increases in return-channel efficiency. The values used in the basic scenario are presented in Table 2.2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_p$</td>
<td>$90/tonne</td>
<td>$C_c^+$</td>
<td>$1.36/tCO_2$</td>
</tr>
<tr>
<td>$C_r$</td>
<td>$130/tonne</td>
<td>$C_c^-$</td>
<td>$1.32/tCO_2$</td>
</tr>
<tr>
<td>$C_d$</td>
<td>$0/tonne</td>
<td>$e^p$</td>
<td>2tCO_2/tonne</td>
</tr>
<tr>
<td>$h^R$</td>
<td>$15/tonne</td>
<td>$e'$</td>
<td>1tCO_2/tonne</td>
</tr>
<tr>
<td>$h$</td>
<td>$1.6/tonne</td>
<td>E^c</td>
<td>8tCO_2</td>
</tr>
<tr>
<td>$v$</td>
<td>$115/tonne</td>
<td>\kappa^e</td>
<td>2tCO_2</td>
</tr>
<tr>
<td>$C_{ls}$</td>
<td>$179/tonne</td>
<td>\alpha</td>
<td>0.1</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The aluminum sector is an energy-intensive industry and, therefore, it is frequently subject to meet environmental targets (Hong et al., 2012). Given the importance of the aluminum industry, we considered data on the aluminum industry to illustrate the applicability of our model.
The London Metal Exchange and reports such as the one presented in the MetalMiner by Burns (2015) help us determine production costs. Ultimately, for carbon footprints we considered data from the Intergovernmental Panel on Climate Change. The remaining parameters such as demand and returns, shown in Table 2.3, were inspired on the work of Ahiska and King (2010) and adapted to the size of our model. We considered then demand and returns to be distributed per period as follows:

\[
\phi(i) = \Pr[D_t = i] = \begin{cases} 
\frac{i}{20}, & 1 \leq i \leq 4 \\
\frac{9-i}{20}, & 4 < i \leq 8 \\
0, & \text{otherwise}
\end{cases}
\]

\[
\phi(j) = \Pr[R_t = j] = \begin{cases} 
\frac{j+1}{9}, & 0 \leq j \leq 2 \\
\frac{5-j}{9}, & 2 < j \leq 4 \\
0, & \text{otherwise}
\end{cases}
\]

Table 2.3 Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa^p$</td>
<td>50 tonnes</td>
</tr>
<tr>
<td>$\kappa^d$</td>
<td>20 tonnes</td>
</tr>
<tr>
<td>$\kappa^S$</td>
<td>8 tonnes</td>
</tr>
<tr>
<td>$\kappa^{dR}$</td>
<td>4 tonnes</td>
</tr>
<tr>
<td>$\kappa^v$</td>
<td>1 tonne</td>
</tr>
</tbody>
</table>

To characterize the cap and trade scheme our numerical examples relied on the European Emission Trading and the California Cap-and-Trade scheme. Based on these sources, we set the range of allowance selling prices for the purposes of the study from $1.36/\text{tCO}_2$ to $102.00/\text{tCO}_2$. These values allow us to simulate the current situation to a foreseen future where the price is extremely high. Considering the production cost and the allowance price 20 scenarios were created. These scenarios were repeated for each emission cap tested. Table 2.4 summarizes the parameters used for each scenario.
### Table 2.4  Numerical examples

<table>
<thead>
<tr>
<th>Scenario</th>
<th>$C_p$</th>
<th>$C_r$</th>
<th>$C^+_c$</th>
<th>$C^-_c$</th>
<th>Scenario</th>
<th>$C_p$</th>
<th>$C_r$</th>
<th>$C^+_c$</th>
<th>$C^-_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>90</td>
<td>130</td>
<td>1.36</td>
<td>1.32</td>
<td>11</td>
<td>130</td>
<td>90</td>
<td>1.36</td>
<td>1.32</td>
</tr>
<tr>
<td>2</td>
<td>90</td>
<td>130</td>
<td>6.8</td>
<td>6.6</td>
<td>12</td>
<td>130</td>
<td>90</td>
<td>6.8</td>
<td>6.6</td>
</tr>
<tr>
<td>3</td>
<td>90</td>
<td>130</td>
<td>13.6</td>
<td>13.19</td>
<td>13</td>
<td>130</td>
<td>90</td>
<td>13.6</td>
<td>13.19</td>
</tr>
<tr>
<td>4</td>
<td>90</td>
<td>130</td>
<td>20.4</td>
<td>19.79</td>
<td>14</td>
<td>130</td>
<td>90</td>
<td>20.4</td>
<td>19.79</td>
</tr>
<tr>
<td>5</td>
<td>90</td>
<td>130</td>
<td>27.2</td>
<td>26.38</td>
<td>15</td>
<td>130</td>
<td>90</td>
<td>27.2</td>
<td>26.38</td>
</tr>
<tr>
<td>6</td>
<td>90</td>
<td>130</td>
<td>34</td>
<td>32.98</td>
<td>16</td>
<td>130</td>
<td>90</td>
<td>34</td>
<td>32.98</td>
</tr>
<tr>
<td>7</td>
<td>90</td>
<td>130</td>
<td>40.8</td>
<td>39.58</td>
<td>17</td>
<td>130</td>
<td>90</td>
<td>40.8</td>
<td>39.58</td>
</tr>
<tr>
<td>8</td>
<td>90</td>
<td>130</td>
<td>61.2</td>
<td>59.36</td>
<td>18</td>
<td>130</td>
<td>90</td>
<td>61.2</td>
<td>59.36</td>
</tr>
<tr>
<td>9</td>
<td>90</td>
<td>130</td>
<td>81.6</td>
<td>79.15</td>
<td>19</td>
<td>130</td>
<td>90</td>
<td>81.6</td>
<td>79.15</td>
</tr>
<tr>
<td>10</td>
<td>90</td>
<td>130</td>
<td>102</td>
<td>98.94</td>
<td>20</td>
<td>130</td>
<td>90</td>
<td>102</td>
<td>98.94</td>
</tr>
</tbody>
</table>

#### 2.5.2 Baseline Scenarios

In the baseline scenario, we considered the system without taking into account its GHG emissions of manufacturing and remanufacturing activities. Then, the inventory policy is characterized based on manufacturing decisions. The optimal cost and GHG emissions in this case do not depend on the emission cap ($E^c$), and since this scenario does not consider trading carbon credits, the values of $C^+_c$ and $C^-_c$ have no impact on the total cost. We examined two cases, as described below.

#### 2.5.2.1 Case I. Remanufacturing is more expensive, but greener than manufacturing

In the baseline scenario the inventory model works on a cost-reduction basis rather than a greening basis. Hence, in the first case manufacturing is the preferred process since it is the less expensive. The set of decisions could be characterized through a policy of structure ($S^a$, $q^a$), with an average deviation of 0.01% from the optimal cost.

A ($S^a$, $q^a$) can be seen as a restricted base-stock policy, where the maximal quantity to order is set to a maximum level. This policy works as follows: The remanufacturable inventory is noted at the beginning of the period, and the minimal quantity $\lceil \alpha x^R_t \rceil$ necessary to satisfy the minimal recycling rate constraint is remanufactured. The serviceable inventory level is then noted, and
if $x_t^S$ is less than the order-up to level $S^a$ the lesser between the quantity necessary to reach the order-up-to level $S^a$ (i.e. $S^a - x_t^S - r_t$) and a fixed quantity $q^a - r_t$ is manufactured. Otherwise, no manufactured is required. Decisions resulting from the above policy are summarized as follows:

$$r_t = \lceil \alpha x_t^R \rceil \tag{2.26}$$

$$p_t = \begin{cases} 
\min\{q^a - r_t, S^a - x_t^S - r_t\}, & x_t^S + r_t < S^a \\
0, & \text{otherwise}
\end{cases} \tag{2.27}$$

In this scenario, the parameter values correspond to $S^a = 9$ and $q^a = 7$. Using Expressions (2.5) and (2.12) respectively, the optimal cost of the baseline scenario is $589.41 with an environmental impact of 7.6tCO_2.

### 2.5.2.2 Case II. Remanufacturing is less expensive and greener than manufacturing

In the second case, in which manufacturing is the more expensive process, remanufacturing is preferred. Decisions are characterized by a policy of structure $(S^b, q^b)$, which is similar to $(S^a, q^a)$, differing only in terms of the remanufacturing order size.

The remanufacturable and serviceable inventory levels are noted at the beginning of a period. Under a $(S^b, q^b)$ policy, if $x_t^S$ is less than the order-up to level $S^b$ and the required amount to reach $S^b$ is greater than $q^b$, the lesser of values $q^b$ and $x_t^R$ is remanufactured. Considering the manufacturing actions, the quantity to manufacture is $q^b - r_t$ units. Whether the difference between serviceable inventory $x_t^S$ and the order-up to level $S^b$ is less than $q^b - r_t$, it is the lesser of $S^b - x_t^S$ and $x_t^R$ that is remanufactured. If $x_t^S$ is still less than $S^b$, then $S^b - x_t^S - r_t$ units are manufactured. With an optimal cost of $639.95 and an environmental impact of 6.65tCO_2, this characterization has an expected deviation of 0.05% from the optimal cost. The parameter
values of the policy \((S^b, q^b)\) correspond to the values \((9, 7)\), as in case I. The \((S^b, q^b)\) policy is summarized as follows:

\[
\begin{align*}
    r_t &= \left\{
        \begin{array}{ll}
            \min\{x^R_t, q^b\}, & x^S_t < S^b, \quad S^b - x^S_t \geq q^b \\
            \min\{x^R_t, S^b - x^S_t\}, & x^S_t < S^b \\
            0, & \text{otherwise}
        \end{array}
    \right. \\
    p_t &= \left\{
        \begin{array}{ll}
            q^b - r_t & x^S_t + r_t < S^b, \quad S^b - x^S_t \geq q^b \\
            S^b - x^S_t - r_t, & x^S_t + r_t < S^b \\
            0, & \text{otherwise}
        \end{array}
    \right. 
\end{align*}
\] (2.28) (2.29)

We thus see that when the environmental impact is not considered, the structure of the inventory policy is easy to recognize, and can be expressed using a few parameters.

### 2.5.3 Inventory control under carbon emissions constraints

In the following, we evaluate the effect of using the inventory policies determined in section 2.5.2 in a system under carbon emission constraints.

We evaluate the impact of the emission-cap on the total cost of the system. We tested four different emission cap values \((E^c=2tCO_2, 3tCO_2, 4tCO_2, 5tCO_2)\) based on the GHG emissions generated in the baseline scenario. In addition, we explored the impact of carbon credit prices on replenishment decisions. Only one parameter was changed at the time. We focused on the two cases described above.
2.5.3.1 Case I. Remanufacturing is more expensive, but greener than manufacturing

In the baseline scenario, decisions are driven by manufacturing and remanufacturing costs. Nevertheless, as the carbon price increases, the manufacturing and remanufacturing cost increases as well. Figure 2.4 shows the relation between the production cost and the lost sale cost against the allowance price. In fact, manufacturing is only less expensive than remanufacturing when allowance prices are below $40/tCO₂.

![Figure 2.4 Relation between operational costs case I](image)

Figure 2.5 shows the comparison between the optimal cost and the cost obtained when baseline scenario policies are used. We thus observe that the difference between the cost of using baseline policies and the optimal cost, increases the most when the carbon price makes remanufacturing less expensive than manufacturing. The company of course in the baseline policy still favors manufacturing even if its cost exceeds the cost of remanufacturing. In addition to this, accounting for the emissions gives the company the opportunity to enjoy a financial benefit.
In average, the use of a baseline policy increased the cost by 1.88% with a standard deviation of 1.86.

2.5.3.2 Case II. Remanufacturing is less expensive and greener than manufacturing

Figure 2.6 shows the increase in manufacturing and remanufacturing cost along with the allowance price. Manufacturing is always more expensive than remanufacturing.

As it can be seen in Figure 2.7, the difference in cost (on average 1.18% per period with a standard deviation of 0.75) between the policies is due to manufacturing being stopped as it reaches the lost sales cost. However, decreasing the service level is not a viable managerial option. Since the most cost-efficient process is also the most enviro-friendly, applying a baseline policy in this scenario would remain feasible only if the order size were limited to whatever is allowed by the emissions credits available.
2.5.4 Inventory policies under the cap-and-trade scheme

In this section, we focus on inventory policy structure characterization under joint product recovery and cap-and-trade constraints. The effect of the emission cap and the allowance price would be studied in a further section. To the best of our knowledge, there are no studies related to this specific subject although its importance. Indeed, many organizations are subject to both carbon emission reduction and product recovery legislations. As for the previous experiments, we propose to analyze the inventory policies in the two cases.

2.5.4.1 Case I. Remanufacturing is more expensive, but greener than manufacturing

In order to analyze the decisions, we derived classification trees using the CART algorithm implemented on Tree, an R package written by Ripley (2016). Figure 2.8 shows the classification tree for manufacturing. The remanufacturable inventory level and the number of emissions held
in the system are the states most influencing the size of the manufacturing lot. In particular, the manufacturing lot size would increase as more emissions are held in the system.

Figure 2.9 illustrates the classification tree for remanufacturing. Remanufacturing lot sizes besides being correlated to the remanufacturable inventory, it is also highly correlated to the serviceable inventory.

The information obtained by the classification trees helped to generate the inventory policies. The structure of the policy might be described as follows. When manufacturing is cheaper than remanufacturing, the decisions made can be characterized by two policies, namely \((S^c, \bar{q}^c)\) and \((\epsilon')\). The choice between these is driven by the allowance price. Under a \((S^c, \bar{q}^c)\) policy, both manufacturing and remanufacturing are practiced. However, as the carbon cost increases, the policy shifts to \((\epsilon')\), under which remanufacturing is only used to guarantee the minimal remanufacturing proportion \(\alpha\). Hence,
Figure 2.8 Classification tree of manufacturing strategy in case I. Classification error = 9.59%

Figure 2.9 Classification tree of remanufacturing strategy in case I. Classification error = 9.84%

\[ r_t = \lceil \alpha \chi^R_t \rceil \]  \hspace{1cm} (2.30)

\[ p_t = 0 \]  \hspace{1cm} (2.31)
In contrast, the \((S^c, \bar{q}^c)\) policy works as follows. The serviceable inventory level \(x_t^S\) and the carbon credit level \(e_t\) are noted at the beginning of the period. If \(x_t^S\) is less than the order-up to level \(S^c\), and the difference is larger or equal than \(\bar{q}^c\), the lesser of quantities \(\bar{q}^c\) and \(x_t^R\) is remanufactured. However, if \(e_t\) is equal to the emission cap, all \(x_t^R\) inventory is remanufactured. Whether the quantity to reach the order-up to level \(S^c\) is less than \(\bar{q}^c\), the lesser of \(S^c - x_t^S\) and \(x_t^R\) is remanufactured. Nevertheless, if \(S^c - x_t^S\) is less than the minimal quantity \(\varepsilon\), \(\varepsilon\) units will be remanufactured.

The decision to manufacture is made as follows: If the serviceable inventory level \(x_t^S\) noted at the beginning of the period plus the remanufactured quantity \(r_t\) is less than the reorder level \(S^c\), the emissions banked are less than the emission cap, and \(S^c - x_t^S\) is greater than \(\bar{q}^c\), then \(\bar{q}^c - r_t\) units are manufactured. However, if \(e_t \geq E^c\), then \(q^c\) units are manufactured (if justified by the amount of emissions), otherwise no units are manufactured. If the difference between the order-up to level \(S^c\) and the current serviceable inventory is less than \(\bar{q}^c\), \(\min\{S^c - x_t^S - r_t, \lceil \frac{e_t + \kappa^e - e^R r_t}{e^p} \rceil \}\) units are manufactured.

The quantity \(\varepsilon\) denotes either the minimal quantity of items to remanufacture in order to reduce credits \(e_t\) to the emission cap \(E^c\) or the minimal remanufactured proportion \(\alpha\) (the maximum of the two). Considering that the carbon credit selling price is less than the purchase cost, the remanufacturing decision is based preferably on purchasing the maximal possible quantity \(\kappa^e\) of carbon credits and using the emissions that exceed the cap \(E^c\). Manufacturing and remanufacturing decisions under a \((S^c, \bar{q}^c)\) policy are therefore:

\[
\left\{ \begin{array}{ll}
\min\{x_t^R, \bar{q}^c\}, & x_t^S < S^c, S^c - x_t^S \geq \bar{q}^c, e_t < E^c \\
x_t^R, & x_t^S < S^c, S^c - x_t^S \geq \bar{q}^c, e_t \geq E^c \\
\min\{x_t^R, S^c - x_t^S\}, & x_t^S + \varepsilon < S^c \\
\varepsilon, & \text{otherwise}
\end{array} \right.
\]
\[
\begin{align*}
pt = \begin{cases} 
\overline{q} - r_t, & x_t^S + r_t < S^c, S^c - x_t^S \geq \overline{q}, e_t < E^c \\
\overline{q}, & x_t^S + r_t < S^c, S^c - x_t^S \geq \overline{q}, e_t \geq E^c, \chi \geq \overline{q}^c \\
\min\{\lfloor \chi \rfloor, S^c - x_t^S - r_t\}, & x_t^S + r_t < S^c \\
0, & \text{otherwise}
\end{cases}
\end{align*}
\] (2.33)

with \( \chi = \frac{e_t + \kappa - e^p r_t}{e^p} \)

We can notice that replenishment decisions depended on the emission cap, when there is a surplus on the number of emissions it is preferable to use them firstly in remanufacturing and later in manufacturing instead of selling the credits. Characterization of case I produces a deviation from the optimal cost in the range \([0.00\%, 1.23\%]\), with an average deviation from the optimal cost of 0.12% and a standard deviation of 0.32.

2.5.4.2 Case II. Remanufacturing is less expensive and greener than manufacturing

As in case I, we derived classification trees to illustrate the most significant factors in manufacturing and remanufacturing decision making. Figures 2.10 and 2.11 illustrates the classification trees for manufacturing and remanufacturing, respectively.

As it can be seen, manufacturing is mostly used when it is not possible to remanufacture and the number of emissions level is large. Meanwhile, remanufacturing is highly used when it is possible.

Based on the classification trees previously presented, we could describe the behavior of the inventory policies for Case II. Two inventory policies, namely \((s^d, S^d, r^d, \overline{q}^d)\) and \((e')\), characterize the second case, in which remanufacturing is cheaper than manufacturing.
Under a \((s^d, S^d, r^d, \bar{q}^d)\) policy, based on the remanufacturable and serviceable inventory levels noted at the beginning of the period, the decision to remanufacture is made as follows: if level \(x^S_t\) is less than the reorder level \(s^d\), the minimal quantity \(\varepsilon\) is remanufactured; however, if \(x^R_t\) is greater or equal to \(r^d\), \(x^R_t\) is remanufactured entirely. On the other hand, if \(x^S_t\) is greater than the reorder level \(s^d\), \(\min\{x^R_t, S^d - x^S_t\}\) units are remanufactured. If \(\varepsilon\) is greater than \(S^e - x^S_t\), \(\varepsilon\) units are nevertheless remanufactured. Manufacturing is performed if \(e_t \geq E^c - 1\), in which
case \( q^d - r_t \) units are manufactured, otherwise there is no need for manufacturing. The above policy is thus described as follows:

\[
  r_t = \begin{cases} 
  x_t^R, & x_t^S < s^d, x_t^R \geq r^d \\
  \min\{x_t^R, S^d - x_t^S\}, & x_t^S \geq s^d, \epsilon < S^d - x_t^S \\
  \epsilon, & \text{otherwise}
  \end{cases} 
\]  

(2.34)

\[
  p_t = \begin{cases} 
  [q^d - r_t]^+, & e_t \geq E^c - 1 \\
  0, & \text{otherwise}
  \end{cases} 
\]  

(2.35)

Where \([x]^+ = \max\{0, x\}\).

The \((\epsilon')\) policy is the same as in the case I, in which only the minimal proportion \(\alpha\) is remanufactured. Characterization of case II results in a deviation of the optimal cost in the range of \([0.00\%, 0.27\%]\) with an average value of 0.07\% and a standard deviation of 0.06.

### 2.5.5 Carbon management strategy

This section seeks to describe the purchase and sale of carbon allowances based on the state of the system, the allowance price, and the emission cap.

#### 2.5.5.1 Case I. Remanufacturing is more expensive, but greener than manufacturing

The factors influencing the most the decisions on the carbon management strategy are the allowance purchase price, the number of emissions held, the remanufacturable inventory level, and the previous period’s emissions.
Figures 2.12 shows the classification tree of the allowance purchase strategy. It is clear that allowance purchase decisions are made according to the allowance price, these pair of factors are inversely correlated. While the allowance price is low, it is preferable to purchase the maximum quantity of allowances. On the other hand, when the price is high compared to the other costs, allowances are only bought when the are none emissions held and remanufacturing units must be produced.

![Classification tree of allowance purchase strategy in case I.](image)

Figure 2.12  Classification tree of allowance purchase strategy in case I.
Classification error= 9.59%

Figure 2.13 illustrates the allowance sale strategy. Contrary to the purchase of allowances, the allowance price, and the sale of allowances are directly correlated. When the allowance price is low, allowances are not sold. On the other hand, when the price is high, the decision to sell allowances is based on the level of emissions held and the previous period’s emissions.

2.5.5.2 Case II. Remanufacturing is less expensive and greener than manufacturing

Figure 2.14 shows the classification tree for the carbon purchase strategy in case II. The purchase of allowances is motivated by a low emission bank and to support the remanufacturing activities.

Figure 2.15 illustrates the allowance sale strategy in case II. As it can be seen in most of the cases, there is no sale of allowances. In fact, the sale of allowances is advised when the quantity
to remanufacture is low and when the profit from the sale of allowances excesses the cost of using manufacturing.

### 2.6 Results Analysis and Managerial Insights

In this section, we analyze the impact of a cap-and-trade strategy, the emission cap and the carbon credit price fluctuations on inventory policies.

#### 2.6.1 Managerial insights on the structure of inventory and carbon management policies

Results are summarized in Tables 2.5 to 2.8. Column 1 to 6 show the values of the parameters as defined for each instance. Columns 6 and 7 show respectively the inventory policy and the corresponding values defined in sections 2.5.4.1 and 2.5.4.2. The columns 8 and 9 represent respectively the optimal operating cost and the quantity of GHG emissions generated. Finally, column 10 shows the expected deviation from the optimal cost (column 8) when the policy in column 6 is applied.
Allowance purchase price $< 91.8/tCO₂

Remanufacturable inventory < 1.5 tonnes

Purchase 2tCO₂

Emissions held < 1.5tCO₂

Purchase 2tCO₂

Allowance purchase price $< 4.08/tCO₂

Remanufacturable inventory < 0.5 tonnes

Purchase 2tCO₂

Purchase 2tCO₂

Emissions held < 0.5tCO₂

Purchase 0tCO₂

Emission-cap < 4.5tCO₂

Purchase 0tCO₂

Figure 2.14 Classification tree of allowance purchase strategy in case II.
Classification error = 9.78%

Table 2.5 Results from environmental scenarios with \( EC = 2 \)

<table>
<thead>
<tr>
<th>Scenario</th>
<th>( C_p )</th>
<th>( C_r )</th>
<th>( C_i )</th>
<th>( C_c )</th>
<th>( Ec )</th>
<th>Inventory Policy Proposed</th>
<th>Parameters values</th>
<th>Optimal cost</th>
<th>GHG Dev. from optimal cost(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>90</td>
<td>130</td>
<td>1.36</td>
<td>1.32</td>
<td>2</td>
<td>( (S_r, q^r) )</td>
<td>(9, 1)</td>
<td>834.75</td>
<td>2.00</td>
</tr>
<tr>
<td>2</td>
<td>90</td>
<td>130</td>
<td>6.80</td>
<td>6.60</td>
<td>2</td>
<td>( (S_r, q^r) )</td>
<td>(9, 1)</td>
<td>844.74</td>
<td>2.00</td>
</tr>
<tr>
<td>3</td>
<td>90</td>
<td>130</td>
<td>13.60</td>
<td>13.19</td>
<td>2</td>
<td>( (S_r, q^r) )</td>
<td>(9, 1)</td>
<td>858.75</td>
<td>2.00</td>
</tr>
<tr>
<td>4</td>
<td>90</td>
<td>130</td>
<td>20.40</td>
<td>19.79</td>
<td>2</td>
<td>( (S_r, q^r) )</td>
<td>(9, 1)</td>
<td>872.75</td>
<td>2.00</td>
</tr>
<tr>
<td>5</td>
<td>90</td>
<td>130</td>
<td>27.20</td>
<td>26.38</td>
<td>2</td>
<td>( (S_r, q^r) )</td>
<td>(9, 1)</td>
<td>886.75</td>
<td>2.00</td>
</tr>
<tr>
<td>6</td>
<td>90</td>
<td>130</td>
<td>34.00</td>
<td>32.98</td>
<td>2</td>
<td>( (S_r, q^r) )</td>
<td>(9, 1)</td>
<td>900.75</td>
<td>2.00</td>
</tr>
<tr>
<td>7</td>
<td>90</td>
<td>130</td>
<td>40.80</td>
<td>39.58</td>
<td>2</td>
<td>( (S_r, q^r) )</td>
<td>(9, 1)</td>
<td>907.44</td>
<td>1.50</td>
</tr>
<tr>
<td>8</td>
<td>90</td>
<td>130</td>
<td>61.20</td>
<td>59.36</td>
<td>2</td>
<td>( (\varepsilon') )</td>
<td>-</td>
<td>938.61</td>
<td>1.00</td>
</tr>
<tr>
<td>9</td>
<td>90</td>
<td>130</td>
<td>81.60</td>
<td>79.15</td>
<td>2</td>
<td>( (\varepsilon') )</td>
<td>-</td>
<td>958.60</td>
<td>1.00</td>
</tr>
<tr>
<td>10</td>
<td>90</td>
<td>130</td>
<td>102.00</td>
<td>98.94</td>
<td>2</td>
<td>( (\varepsilon') )</td>
<td>-</td>
<td>979.59</td>
<td>1.00</td>
</tr>
<tr>
<td>11</td>
<td>130</td>
<td>90</td>
<td>1.36</td>
<td>1.32</td>
<td>2</td>
<td>( (x^p, S_r, r^p, q^p) )</td>
<td>(4.9, 2.1)</td>
<td>765.30</td>
<td>2.00</td>
</tr>
<tr>
<td>12</td>
<td>130</td>
<td>90</td>
<td>6.80</td>
<td>6.60</td>
<td>2</td>
<td>( (x^p, S_r, r^p, q^p) )</td>
<td>(4.9, 2.0)</td>
<td>774.56</td>
<td>1.92</td>
</tr>
<tr>
<td>13</td>
<td>130</td>
<td>90</td>
<td>13.60</td>
<td>13.19</td>
<td>2</td>
<td>( (x^p, S_r, r^p, q^p) )</td>
<td>(4.9, 2.0)</td>
<td>788.65</td>
<td>1.90</td>
</tr>
<tr>
<td>14</td>
<td>130</td>
<td>90</td>
<td>20.40</td>
<td>19.79</td>
<td>2</td>
<td>( (x^p, S_r, r^p, q^p) )</td>
<td>(4.9, 2.0)</td>
<td>802.32</td>
<td>1.92</td>
</tr>
<tr>
<td>15</td>
<td>130</td>
<td>90</td>
<td>27.20</td>
<td>26.38</td>
<td>2</td>
<td>( (x^p, S_r, r^p, q^p) )</td>
<td>(4.9, 2.0)</td>
<td>815.64</td>
<td>1.87</td>
</tr>
<tr>
<td>16</td>
<td>130</td>
<td>90</td>
<td>34.00</td>
<td>32.98</td>
<td>2</td>
<td>( (x^p, S_r, r^p, q^p) )</td>
<td>(4.9, 2.0)</td>
<td>828.71</td>
<td>1.87</td>
</tr>
<tr>
<td>17</td>
<td>130</td>
<td>90</td>
<td>40.80</td>
<td>39.58</td>
<td>2</td>
<td>( (x^p, S_r, r^p, q^p) )</td>
<td>(4.9, 2.0)</td>
<td>838.92</td>
<td>1.88</td>
</tr>
<tr>
<td>18</td>
<td>130</td>
<td>90</td>
<td>61.20</td>
<td>59.36</td>
<td>2</td>
<td>( (x^p, S_r, r^p, q^p) )</td>
<td>(4.9, 2.0)</td>
<td>878.61</td>
<td>1.84</td>
</tr>
<tr>
<td>19</td>
<td>130</td>
<td>90</td>
<td>81.60</td>
<td>79.15</td>
<td>2</td>
<td>( (x^p, S_r, r^p, q^p) )</td>
<td>(4.9, 2.0)</td>
<td>914.71</td>
<td>1.73</td>
</tr>
<tr>
<td>20</td>
<td>130</td>
<td>90</td>
<td>102.00</td>
<td>98.94</td>
<td>2</td>
<td>( (\varepsilon') )</td>
<td>-</td>
<td>939.61</td>
<td>1.00</td>
</tr>
</tbody>
</table>
Figure 2.15  Classification tree of allowance sale strategy in case II. Classification error = 1.46%

Table 2.6  Results from environmental scenarios with $E^c = 3$

<table>
<thead>
<tr>
<th>Scenario</th>
<th>$C_P$</th>
<th>$C_I$</th>
<th>$C^+_I$</th>
<th>$C^-_I$</th>
<th>$E^c$</th>
<th>Inventory policy</th>
<th>Parameters values</th>
<th>Optimal cost</th>
<th>GHG</th>
<th>Dev. from optimal cost(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>90</td>
<td>130</td>
<td>1.36</td>
<td>1.32</td>
<td>3</td>
<td>($S^c, q^c$)</td>
<td>(9, 1)</td>
<td>834.22</td>
<td>2.00</td>
<td>0.04</td>
</tr>
<tr>
<td>2</td>
<td>90</td>
<td>130</td>
<td>6.80</td>
<td>6.60</td>
<td>3</td>
<td>($S^c, q^c$)</td>
<td>(9, 1)</td>
<td>844.19</td>
<td>1.97</td>
<td>0.04</td>
</tr>
<tr>
<td>3</td>
<td>90</td>
<td>130</td>
<td>13.60</td>
<td>13.19</td>
<td>3</td>
<td>($S^c, q^c$)</td>
<td>(9, 1)</td>
<td>858.22</td>
<td>2.00</td>
<td>0.04</td>
</tr>
<tr>
<td>4</td>
<td>90</td>
<td>130</td>
<td>20.40</td>
<td>19.79</td>
<td>3</td>
<td>($S^c, q^c$)</td>
<td>(9, 1)</td>
<td>872.72</td>
<td>2.00</td>
<td>0.04</td>
</tr>
<tr>
<td>5</td>
<td>90</td>
<td>130</td>
<td>27.20</td>
<td>26.38</td>
<td>3</td>
<td>($S^c, q^c$)</td>
<td>(9, 1)</td>
<td>886.62</td>
<td>2.00</td>
<td>0.04</td>
</tr>
<tr>
<td>6</td>
<td>90</td>
<td>130</td>
<td>34.00</td>
<td>32.98</td>
<td>3</td>
<td>($S^c, q^c$)</td>
<td>(9, 1)</td>
<td>900.72</td>
<td>2.00</td>
<td>0.04</td>
</tr>
<tr>
<td>7</td>
<td>90</td>
<td>130</td>
<td>40.80</td>
<td>39.58</td>
<td>3</td>
<td>($S^c, q^c$)</td>
<td>-</td>
<td>901.51</td>
<td>1.00</td>
<td>1.23</td>
</tr>
<tr>
<td>8</td>
<td>90</td>
<td>130</td>
<td>61.20</td>
<td>59.36</td>
<td>3</td>
<td>($S^c, q^c$)</td>
<td>-</td>
<td>938.61</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>9</td>
<td>90</td>
<td>130</td>
<td>81.60</td>
<td>79.15</td>
<td>3</td>
<td>($S^c, q^c$)</td>
<td>-</td>
<td>958.60</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>10</td>
<td>90</td>
<td>130</td>
<td>102.00</td>
<td>98.94</td>
<td>3</td>
<td>($S^c, q^c$)</td>
<td>-</td>
<td>979.59</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>11</td>
<td>130</td>
<td>90</td>
<td>1.36</td>
<td>1.32</td>
<td>3</td>
<td>($S^c, S^c, r^c, q^c$)</td>
<td>(4, 9, 2, 1)</td>
<td>763.38</td>
<td>2.00</td>
<td>0.06</td>
</tr>
<tr>
<td>12</td>
<td>130</td>
<td>90</td>
<td>6.80</td>
<td>6.60</td>
<td>3</td>
<td>($S^c, S^c, r^c, q^c$)</td>
<td>(4, 9, 2, 0)</td>
<td>772.37</td>
<td>1.92</td>
<td>0.03</td>
</tr>
<tr>
<td>13</td>
<td>130</td>
<td>90</td>
<td>13.60</td>
<td>13.19</td>
<td>3</td>
<td>($S^c, S^c, r^c, q^c$)</td>
<td>(4, 9, 2, 0)</td>
<td>786.87</td>
<td>1.92</td>
<td>0.04</td>
</tr>
<tr>
<td>14</td>
<td>130</td>
<td>90</td>
<td>20.40</td>
<td>19.79</td>
<td>3</td>
<td>($S^c, S^c, r^c, q^c$)</td>
<td>(4, 9, 2, 0)</td>
<td>800.70</td>
<td>1.93</td>
<td>0.15</td>
</tr>
<tr>
<td>15</td>
<td>130</td>
<td>90</td>
<td>27.20</td>
<td>26.38</td>
<td>3</td>
<td>($S^c, S^c, r^c, q^c$)</td>
<td>(4, 9, 2, 0)</td>
<td>814.09</td>
<td>1.88</td>
<td>0.01</td>
</tr>
<tr>
<td>16</td>
<td>130</td>
<td>90</td>
<td>34.00</td>
<td>32.98</td>
<td>3</td>
<td>($S^c, S^c, r^c, q^c$)</td>
<td>(4, 9, 2, 0)</td>
<td>827.24</td>
<td>1.88</td>
<td>0.02</td>
</tr>
<tr>
<td>17</td>
<td>130</td>
<td>90</td>
<td>40.80</td>
<td>39.58</td>
<td>3</td>
<td>($S^c, S^c, r^c, q^c$)</td>
<td>(4, 9, 2, 0)</td>
<td>837.29</td>
<td>1.90</td>
<td>0.07</td>
</tr>
<tr>
<td>18</td>
<td>130</td>
<td>90</td>
<td>61.20</td>
<td>59.36</td>
<td>3</td>
<td>($S^c, S^c, r^c, q^c$)</td>
<td>(4, 9, 2, 0)</td>
<td>877.68</td>
<td>1.86</td>
<td>0.09</td>
</tr>
<tr>
<td>19</td>
<td>130</td>
<td>90</td>
<td>81.60</td>
<td>79.15</td>
<td>3</td>
<td>($S^c, S^c, r^c, q^c$)</td>
<td>(4, 9, 2, 0)</td>
<td>914.38</td>
<td>1.78</td>
<td>0.09</td>
</tr>
<tr>
<td>20</td>
<td>130</td>
<td>90</td>
<td>102.00</td>
<td>98.94</td>
<td>3</td>
<td>($S^c, q^c$)</td>
<td>-</td>
<td>939.61</td>
<td>1.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>
Table 2.7  Results from environmental scenarios with $E^C = 4$

<table>
<thead>
<tr>
<th>Scenario Parameters</th>
<th>Inventory Policy Proposed</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario</td>
<td>$C_p$</td>
<td>$C_i$</td>
</tr>
<tr>
<td>1</td>
<td>90</td>
<td>130</td>
</tr>
<tr>
<td>2</td>
<td>90</td>
<td>130</td>
</tr>
<tr>
<td>3</td>
<td>90</td>
<td>130</td>
</tr>
<tr>
<td>4</td>
<td>90</td>
<td>130</td>
</tr>
<tr>
<td>5</td>
<td>90</td>
<td>130</td>
</tr>
<tr>
<td>6</td>
<td>90</td>
<td>130</td>
</tr>
<tr>
<td>7</td>
<td>90</td>
<td>130</td>
</tr>
<tr>
<td>8</td>
<td>90</td>
<td>130</td>
</tr>
<tr>
<td>9</td>
<td>90</td>
<td>130</td>
</tr>
<tr>
<td>10</td>
<td>90</td>
<td>130</td>
</tr>
<tr>
<td>11</td>
<td>130</td>
<td>90</td>
</tr>
<tr>
<td>12</td>
<td>130</td>
<td>90</td>
</tr>
<tr>
<td>13</td>
<td>130</td>
<td>90</td>
</tr>
<tr>
<td>14</td>
<td>130</td>
<td>90</td>
</tr>
<tr>
<td>15</td>
<td>130</td>
<td>90</td>
</tr>
<tr>
<td>16</td>
<td>130</td>
<td>90</td>
</tr>
<tr>
<td>17</td>
<td>130</td>
<td>90</td>
</tr>
<tr>
<td>18</td>
<td>130</td>
<td>90</td>
</tr>
<tr>
<td>19</td>
<td>130</td>
<td>90</td>
</tr>
<tr>
<td>20</td>
<td>130</td>
<td>90</td>
</tr>
</tbody>
</table>

Table 2.8  Results from environmental scenarios with $E^C = 5$

<table>
<thead>
<tr>
<th>Scenario Parameters</th>
<th>Inventory Policy Proposed</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario</td>
<td>$C_p$</td>
<td>$C_i$</td>
</tr>
<tr>
<td>1</td>
<td>90</td>
<td>130</td>
</tr>
<tr>
<td>2</td>
<td>90</td>
<td>130</td>
</tr>
<tr>
<td>3</td>
<td>90</td>
<td>130</td>
</tr>
<tr>
<td>4</td>
<td>90</td>
<td>130</td>
</tr>
<tr>
<td>5</td>
<td>90</td>
<td>130</td>
</tr>
<tr>
<td>6</td>
<td>90</td>
<td>130</td>
</tr>
<tr>
<td>7</td>
<td>90</td>
<td>130</td>
</tr>
<tr>
<td>8</td>
<td>90</td>
<td>130</td>
</tr>
<tr>
<td>9</td>
<td>90</td>
<td>130</td>
</tr>
<tr>
<td>10</td>
<td>90</td>
<td>130</td>
</tr>
<tr>
<td>11</td>
<td>130</td>
<td>90</td>
</tr>
<tr>
<td>12</td>
<td>130</td>
<td>90</td>
</tr>
<tr>
<td>13</td>
<td>130</td>
<td>90</td>
</tr>
<tr>
<td>14</td>
<td>130</td>
<td>90</td>
</tr>
<tr>
<td>15</td>
<td>130</td>
<td>90</td>
</tr>
<tr>
<td>16</td>
<td>130</td>
<td>90</td>
</tr>
<tr>
<td>17</td>
<td>130</td>
<td>90</td>
</tr>
<tr>
<td>18</td>
<td>130</td>
<td>90</td>
</tr>
<tr>
<td>19</td>
<td>130</td>
<td>90</td>
</tr>
<tr>
<td>20</td>
<td>130</td>
<td>90</td>
</tr>
</tbody>
</table>

In the following paragraphs, we compare inventory policies characterized in the context of the baseline and environmental scenarios using cases I and II.
2.6.1.1 Case I. Remanufacturing is more expensive, but greener than manufacturing

The green and the baseline scenario in case I can be described by a restricted base stock policy where there is a maximal production quantity. However, it is important to notice that because in the environmental scenario the carbon footprint is a constraint, remanufacturing which is the greener process is used, contrary to the baseline case. As a result, the decisions are not as simple as in the baseline case.

2.6.1.2 Case II. Remanufacturing is less expensive and greener than manufacturing

For case II, we would have expected the same inventory policies in the baseline and the green scenario. Only differing by the fact that the replenishment orders would be capped by the emission bank.

Manufacturing in case II is used only to decrease the emission bank since it is the more expensive process, unlike under the same inventory policy in case I.

2.6.2 Impact of Carbon Prices on Inventory Policies

In general, the carbon price explains most of the changes observed when we introduced the cap-and-trade scheme.

2.6.2.1 Case I. Remanufacturing is more expensive, but greener than manufacturing

In case I, even though manufacturing is supposed to be the less expensive process, it predominates only when the carbon credit price is below $40/tCO₂. If the environmental impact of each process is considered, remanufacturing is cheaper than manufacturing at $40/tCO₂. Moreover, when the carbon price is higher than $44.50/tCO₂, the manufacturing cost exceeds the cost of lost sales. When the carbon price is increased up to $50tCO₂, the cost of remanufacturing likewise exceeds the cost of losing a sale. In this case, the system is not profitable, the only constraint satisfied is the minimal recovery, and most of the demand is lost. This situation explains
why both the \((S^*, \bar{q}^c)\) and \(e'\) policies exist and why the former (which uses manufacturing and remanufacturing) is applicable when the carbon price is below $40/\text{tCO}_2$ and the latter when this price is reached.

We define the threshold carbon price as the price beyond which stopping manufacturing and/or remanufacturing is preferred over investing in carbon credits. Below this price, an inventory policy is effective in balancing the environmental impact against costs; above it, system profitability does not increase. In case I, this price is $44.50/\text{tCO}_2$.

The existence of the threshold price affects all decisions and the state of the system. While manufacturing is ongoing, the serviceable inventory (Figure 2.16) is full most of the time, then assuring a high service level (Figure 2.17). However, during periods in which demand is met through remanufacturing alone, the number of lost sales increases significantly, because of the uncertainty and low level of product returns. Furthermore, when remanufacturing is stopped completely, the serviceable inventory is emptied, and lost sales increase further, while remanufacturable inventory (which generally remains low) increases (Figure 2.18). In this situation, it would be advisable to make strategic decisions such as low-carbon technology investments.

### 2.6.2.2 Case II. Remanufacturing is less expensive and greener than manufacturing

We can also extend this analysis to the case when remanufacturing is the most cost-efficient activity. The threshold carbon price in case II is $24.5/\text{tCO}_2$. Manufacturing is stopped when the allowance price reaches $24.5/\text{tCO}_2$, and remanufacturing stops when the prices exceeded $89/\text{tCO}_2$.

Contrary to case I, in case II remanufacturing is stopped at a higher allowance price. Then, we observed a higher serviceable inventory (Figure 2.19) and service level (Figure 2.20 for a longer interval of allowance prices).
In case II remanufacturing is exploited to its maximum capacity. Thus, the remanufacturable inventory level is much lower than that of case I.

2.6.3 Impact of the emission cap on decisions

Based on our results, there is insufficient proof that the emission cap has an impact on emission quantities and the cost of the system. It seems to exist a weak correlation between the decisions and the emission cap. Nevertheless, the cap might have an effect on the replenishment decisions, but this question needs to be studied in greater depth.
2.6.3.1 Managerial Insights regarding the effect of a cap-and-trade

We may summarize the findings as follows. Environmental constraints should direct inventory policy structure. In general, in the environmental scenario, replenishment decisions need to track additional states such as the emission bank, and in some instances they depend on additional inventory parameters. Furthermore, the integration of manufacturing and remanufacturing appears highly dependent on their environmental and financial impact.

In terms of the gain in environmental performance achieved by restructuring decision-making. The results show that inventory control helps to reduce the environmental impact of the company in terms of the amount of emissions. In case I (Figure 2.22), a reduction of 5.64tCO₂
was achieved in all instances. In case II (Figure 2.23), the reduction averaged 4.73tCO₂ with a standard deviation of 0.03. On the other hand, we note that emissions were 2tCO₂ in case I and 1.92tCO₂ in case II with a standard deviation of 0.03. These levels are close to the purchase allowance limit in all scenarios, suggesting that the emission cap is too severe, in view of the environmental impact of both production activities. A broader range of instances should be studied in order to determine the actual impact of the emission cap. However, this would run into a problem associated the solution methods, since resolution time is tied to the state and action space. The results nevertheless show that inventory control is an effective approach to reducing the amount of emissions and ensuring compliance with environmental laws without jeopardizing the future of the company.
In conclusion, the results obtained here imply that the suitability of inventory policies changes depending on constraints associated with environmental legislation. We can see that inventory control provides the company with some flexibility, but as the carbon allowance price increases, the impact of the inventory decisions decreases. Underlying factors such as the emission cap and the emission price clearly have an impact on the effectiveness of the inventory policy. We can say that there is in general an emission price threshold value beyond which inventory control no longer helps the company operate within the environmental constraint without sacrificing the service level. Stopping a sourcing process because continuing to use it is more expensive than losing a sale does not make the company more profitable, and therefore does not make economic sense. In this scenario, it would be preferable to explore strategic decisions such as investing in greener technology. For as long as the most enviro-friendly process is also
the most expensive, it is ultimately advisable to change the inventory policy in order to take advantage of selling emissions.

2.7 Conclusions

In this paper, we present the first study of the role and the impacts of inventory decisions on systems operating under remanufacturing and carbon emission constraints. We proposed a new methodology to characterize joint product recovery and carbon management under a cap-and-trade scheme. The major finding in this study is the demonstration that inventory policies must be adjusted to be in compliance with environmental regulation without significant cost increase.
The findings present insights into the role of inventory control in ensuring the environmental performance of an industrial company. The results suggest that restructuring inventory policies is helpful in the quest to reduce carbon emissions. Carbon credit prices in particular affect inventory decisions. Moreover, there is a critical carbon price beyond which the company must focus on strategic decisions such as technology investment instead of tactical operating decisions, since measures such as inventory control alone might not be sufficient to meet environmental standards. The structure of the modified inventory policy depends on several parameters and conditions. However, there is nothing preventing their integration into current management systems. The possibility of integrating carbon management systems that provide accurate information about the true environmental status of the company needs to be highlighted, in particular carbon management strategies and inventory control policies in the same resource.
planning system. This is crucial for companies that have to include their environmental liabilities in their financial statements.

Finally, this study provides a clear justification why companies should consider inventory control as a complementary approach to cost control and GHG reduction. The research question was formulated as a minimization problem since we sought to analyze the impact of environmental constraints on cost. Our results appear to indicate that green inventory policies represent a promising area for further research. This paper provides a first step towards better understanding of how inventory policies react in the presence of the two important environmental regulations: product reuse and GHG reduction. Several directions could be considered for extending this research. For further managerial insights, it would be interesting to study a
system based on a revenue maximization approach in which sales distribution varies according to the environmental activism of companies. This could suggest means of improving profitability, which would stimulate the involvement of management in a wide range of industries, even without environmental legislation. The model presented here should remain applicable with suitable changes to the objective function. Another possible direction would be to study other supply chain structures such as an assembly system typifying the automotive sector, an industry subject to both remanufacturing and carbon-reduction legislation.
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Abstract

The aim of this paper is to study the impact of inventory control in reducing the carbon footprint of an organization. Through a stochastic inventory model, our research extends the traditional minimization cost problem by incorporating environmental legislation. We consider a finite-horizon closed-loop system whereby decisions are subject to an emissions trading scheme and to random demand and returns. Demand can be satisfied by two sources. The primary source is environmentally friendly but expensive, whereas the second is cost effective but with negative environmental consequences. The problem is formulated as a stochastic dynamic problem, where replenishment and carbon management decisions must be made at each period. The objective is to describe how replenishment and carbon management strategies are affected by environmental constraints. In particular, considering the computation restriction of dynamic programming, in order to extend the results, we propose a genetic algorithm to find near-optimal solutions for larger instances. A sensitivity analysis is performed to identify the impact of carbon allowance prices, emission-cap and other environmental factors in the decision-making process. The results indicate that environmental strategies and their factors have an impact on replenishment decisions. There is an emission-cap from which a company must focus on strategic decisions rather than on tactical and operational decisions. In addition, if the carbon allowance price is such that the environmental benefit absorbs the cost of less polluting technology, a change in the inventory policy must be made.
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3.1 Introduction

In view of environmental legislation and the increasing costs of resources, environmental performance has become a major concern for many companies. In such context, production, transportation and sourcing decisions play a key role in reducing an organization’s negative environmental impact (Benjaafar et al., 2013). Therefore, decision-making models should be improved in order to develop appropriate planning methods which balance environmental performance against costs. There exists a range of possibilities for a model integrating environmental concerns and logistics. End-of-life product recovery and greenhouse-gas (GHG) reduction are two main approaches studied by researchers.

Motivations for product recovery include reduction of waste, minimization of raw material, and reduction of life cycle cost, among others. Caterpillar is an example of a pioneer company in product recovery; it has already made a business priority the practice of returning end-of-life products to like-new conditions. Meanwhile, GHG reduction is mainly motivated by altruism, climate programs, and economic benefits (Veen and Venugopal, 2014). Examples of these programs include the European Union Emissions Trading Scheme (EU ETS), the Western Climate Initiative (WCI) and the Regional Greenhouse Gas Initiative (RGGI). Those initiatives seek to reduce GHG emissions by implementing a cap-and-trade mechanism, where the industries must respect an emission-quota and may trade carbon allowances. Multiple countries as the United States, Canada and those in the European Union are implementing these programs.

Several authors have studied inventory control of product recovery systems. In van der Laan et al. (2004), the optimal inventory policy for a hybrid manufacturing/remanufacturing system is derived. Later in Ahiska and King (2010), setup costs were included. In parallel, GHG reduction policies such as 1) emission-tax, 2) direct-cap, and 3) cap-and-trade have also been the subject of various studies. The Economic Order Quantity (EOQ) has been reformulated in Bouchery et al. (2012) to include the sustainable objectives. The authors in Liu et al. (2013)
compute the optimal order quantity for retailers when a cap-and-trade mechanism is considered. For their part, in Toptal et al. (2014) is presented an extension of the EOQ model to include alternative environmental policies. Ultimately, in García-Alvarado et al. (2014) have been shown that the inventory policy is affected when emissions are considered in an infinite-horizon closed-loop system.

As each year, the emission-cap and environmental legislation are adjusted according to the sector and the environmental standards of the year, a finite-horizon approach may be more appropriate to simulate the dynamics of the environmental legislation. Although numerous researchers have studied recovery systems, to our knowledge, no author has studied a finite-horizon recovery system subject to environmental constraints. This raises the question whether environmental policies affect replenishment and carbon management strategies in a finite-horizon product recovery system. Thus, the aim of the paper is threefold: 1) to present a stochastic inventory model incorporating environmental constraints, 2) to present a solution method to overcome the solution difficulties, and 3) to provide a set of managerial insights on the knowledge of joint inventory control and carbon footprint reduction. The rest of this paper is organized as follows: the following section surveys the recently emerged research on product recovery and environmental inventory systems. Section 3.3 presents the inventory model. Section 3.4 introduce a dynamic programming solution approach. Section 3.5 presents a genetic algorithm for extending our results. Numerical results are carried out in Section 3.6. Section 3.7 summarizes the results and suggests some directions for future research.

3.2 Literature review

Throughout this work, we are interested in two streams: 1) inventory control of product recovery systems and 2) inventory control subject to environmental constraints.

The authors in Simpson (1978); Inderfurth (1997) conducted initial research of recovery systems. They characterized the optimal inventory policy for a product recovery system with single-period lead-times and random demand and returns. The inventory policy is character-
ized by three parameters: 1) the manufacturing-up-to-level \(S_{p,t}\), 2) the remanufacturing-up-to-level \(S_{r,t}\) and 3) the disposal-down-to-level \(U_t\). Each parameter denotes the trigger to produce, remanufacture, and dispose, respectively. The authors in van der Laan et al. (2004), extended the model presented by Inderfurth (1997). A hybrid system \((S_p, S_r, U)\) under finite-horizon with different lead-times, demand, and returns were introduced. In Bayındır et al. (2006) the authors explored a recovery system under alternative inventory control policies. They determined the desired level of recovery given a probability of failure at the recovery operation. Recent literature such as Ahiska and King (2010) extended the model in Inderfurth (1997). The authors considered setup costs and different lead-time structures over an infinite-horizon. Modeling the system as a discrete-time Markovian Decision Process (MDP), the authors were able to characterize the optimal policy. Hence, for the given scenario, the optimal policy comprises four parameters: 1) the reorder level for manufacturing \(s_p\), 2) the manufacturing-up-to-level \(S_p\), 3) the reorder level for remanufacturing \(s_r\) and 4) the minimal quantity to remanufacture \(q_r\). Later on, the study in Naeem et al. (2013) studied the lot sizing problem with remanufacturing options for a finite-horizon stochastic scenario. Finally, the work presented in Feng et al. (2013) analyzed a continuous-time recovery system for perishable products.

The studies by Dobos (2005, 2007) gave the first insights in the integration of the environmental effects into inventory models. Using the Arrow-Karlin model, the author analyzed the effects of emission trading on the production-inventory strategy of the firm. Through numerical examples the author proved an increase in inventory levels, and a smoother behavior of production rate. Later on, the study by Li and Gu (2012) extended the work of Dobos (2005, 2007) and explored the introduction of banking carbon allowances. The authors proved that allowance banking causes higher inventory levels and a smoother behavior on production rate. Besides the latter works, studies dealing with inventory and environmental constraints have mainly extended the EOQ-model in several directions. The authors in Bonney and Jaber (2011) present an extension of the EOQ model entitled the “Enviro-EOQ.” In addition to traditional costs, they considered disposal and emission costs from transport. The authors concluded
that when the environmental costs are introduced, the lot size is greater than the one provided by the traditional EOQ model. The work of Arslan and Turkay (2013) also extended the EOQ model, towards the integration of the sustainable concept. In their work, they presented five environmental management methods: 1) direct accounting, 2) carbon tax, 3) direct cap, 4) cap-and-trade and 5) carbon offsets. However, under approaches 1 and 2, the EOQ model does not change. The study of Hua et al. (2011) included an environmental damage cost in their model. Using a deterministic approach, they carried out an extension of the EOQ model. The authors determined the effect of the economic lot size, the carbon price, emissions and legislation on the total cost. The authors in Chen et al. (2013) also focused on the EOQ model. Their study is based on the traditional objective function, subject to an emission-cap. The authors proved that a cap is effective only when it is small enough to trigger a change in the quantity to order. In Bouchery et al. (2012) presented an extension of the EOQ model named “the Sustainable Order Quantity” (SOQ) model. A multi-objective formulation coupled with an iterative method which allows interaction with decision makers is presented. The work of Chen and Monahan (2010) presented an analysis of the impact of environmental policies on inventory levels. Based on a stochastic model with random demand and environmental impacts over a finite-horizon, the authors determined the optimal inventory policies. Ultimately, the authors proved that when organizations are working under a mandatory scheme, they tend to increase their inventory levels, causing significant environmental effects. Finally, in Toptal et al. (2014), the EOQ-model is extended by including three carbon regulation policies: 1) direct cap, 2) cap-and-trade and 3) carbon tax. The authors derive and compare the solution approach for a retailer’s joint inventory control. They show that for any given policy, there is a cap-and-trade policy that will lower cost and emissions.

The stochastic scenario has been studied by Song and Leng (2012). The authors investigated the newsvendor problem under a carbon emission-tax, a direct-cap and emission trading scheme. For each approach, the optimal production quantity and the expected profit is given. Using the same approach, the study by Hoen et al. (2012) incorporates multiple emission reduction policies into inventory control. The authors seek to reduce carbon emissions.
by selecting transport modes. A recent work on green inventory presented by Rosič and Jammernegg (2013) explores companies’ decisions considering transport carbon emission. Based on the newsvendor framework, the author presents a basic dual outsourcing model. The work of Zhang and Xu (2013) also extended the newsvendor problem. The authors studied the multi-item production planning under a cap-and-trade scheme. The authors in Liu et al. (2013) derive the optimal order quantity for retailers facing random demand and subject to a cap-and-trade scheme. Their analysis concluded that the order quantity is determined by carbon prices rather than by the emission-cap. Recently, the authors in García-Alvarado et al. (2014) dealt with an infinite-horizon product recovery problem subject to a cap-and-trade scheme. The authors characterize the inventory policy and describe some of the effects of environmental factors on the structure. Nevertheless, given the curse of the dimensionality the authors were not able to extend their results to larger instances. In this paper, we extend the work of García-Alvarado et al. (2014) to a finite-horizon.

### 3.3 Objectives and Model Formulation

In this paper, we consider a finite-horizon product recovery system subject to environmental constraints. For now, we not only determine the replenishment manufacturing and remanufacturing quantities, but also determine the proper amount of allowances to acquire or to sell in order to respect environmental constraints. Hence, our main objectives are 1) to extend previous knowledge of inventory control and recovery systems by incorporating environmental constraints and exploring the impact on the optimal policy; and 2) to contribute to the understanding of the role of inventory control on emission reduction, by establishing a carbon management policy, and analyzing the impact of inventory control on improving the environmental performance of a company.

We consider a stochastic closed-loop system subject to two environmental constraints: 1) a cap-and-trade system and 2) a minimal remanufacturing requirement. Through a cap-and-trade mechanism, a number of carbon allowances (emission-cap) is allocated to a firm. Hence, the total amount of emissions generated must be below the emission-cap. Therefore, the company
can purchase or sell the excessive amount of allowances in the trading market. In particular, a loose emission-cap or a company stopping production to trade its allowances would result in a firm with sufficient credits to not reduce its emissions and still get benefits from the sale of allowances. To prevent those scenarios, the sale of carbon credits is then only possible when the company achieved a $\beta$-emission reduction from the previous period. On the other hand, under a minimal remanufacturing requirement policy at each period a minimal quantity of returns must be remanufactured. We consider this as a major managerial strategic consideration in the scenario in which remanufacturing is more expensive than manufacturing. If the decisions of a company are merely cost-driven, remanufacturing obviously will not occur. Thus, the legislation introduces product recovery by force.

The system (Figure 3.1) is a periodic-review process modeled in discrete time. Let $T$ be the full horizon length. As shown in the figure, the system has two stock points 1) remanufacturable and 2) serviceable. Let $x^R_t$ and $x^S_t$ denote the remanufacturable and serviceable inventory levels, respectively. Each inventory has a capacity $\kappa^R$ and $\kappa^S$. The remanufacturable inventory is replenished by returns. Demand is satisfied by the serviceable inventory which can be replenished by manufacturing and remanufacturing. Returns ($R_t$) and demands ($D_t$) in each period $t$ are independent, non-negative, discrete random variables with a probability distribution $\phi(j) = Pr[R_t = j]$ and $\phi(i) = Pr[D_t = i]$, respectively. Backlog is allowed up to a maximum quantity $\kappa^v$ with a penalty $v$. When unfilled demand exceeds $\kappa^v$, sales are lost at a cost $C_{ls}$. Let $p_t$ and $r_t$ denote the amount of brand-new and returns units manufactured and remanufactured, respectively. Manufacturing and remanufacturing have a production capacity denoted by $\kappa^p$ and $\kappa^r$, respectively. Lead-time for both activities is a single-unit period, i.e., orders raise serviceable inventory at the end of periods. The manufacturing and remanufacturing costs are stationary and comprise a fixed and a quantity-related production cost. There is also an environmental impact associated with each activity. Ultimately, holding costs, penalties (lost-sales and backorders), and environmental impacts are considered at the end of each period.

The dynamics of the system are the following. At the beginning of each period, inventory levels are reviewed. Then, the following decisions are made: 1) quantity to remanufacture, 2) quantity
to manufacture, 3) the number of allowances to purchase, and 4) the number of allowances to sell. The aim is to determine the optimum replenishment manufacturing and remanufacturing quantities, and the carbon management strategy to minimize the total cost over the full horizon length. Notations used throughout this paper are summarized in Table 3.1.

The system is formulated as a finite-horizon dynamic problem. We use a backward recursive formulation in which the problem is solved at the end of the planning horizon and moves backward to the initial stage. The associated model is described below.

### 3.3.1 Stages and States

In the present formulation, the time periods \( t \in T \) correspond to the stages. The state of the system at period \( t \) is given by \( s_t := (x_t^S, x_t^R, e_t, \varpi_t) \), where \( e_t \) represents the amount of emissions banked at period \( t \) and \( \varpi_t \) the amount of emissions generated at the end of the previous period.

The set of all possible states at each stage is captured by a matrix of size \( N \times 4 \), that is, \( S := \{ [0, \kappa^S] \times [0, \kappa^{dR}] \times [0, E^c] \times [0, E^c + \kappa^e] \} \). In addition to a cap-and-trade scheme, we include an alternative environmental mechanism; an emission-tax \( C_e \), under this scheme a penalty is paid for each emission generated. There are four major decisions to make at each
Table 3.1 Notations

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Costs</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \kappa_r )</td>
<td>Remanufacturing capacity</td>
</tr>
<tr>
<td>( \kappa_p )</td>
<td>Manufacturing capacity</td>
</tr>
<tr>
<td>( \kappa^R )</td>
<td>Serviceable inventory capacity</td>
</tr>
<tr>
<td>( \kappa^R )</td>
<td>Recoverable inventory capacity</td>
</tr>
<tr>
<td>( \kappa^v )</td>
<td>Maximum amount of backlog allowed</td>
</tr>
<tr>
<td>( \kappa^+ )</td>
<td>Maximum amount of allowances to purchase</td>
</tr>
<tr>
<td>( \kappa^- )</td>
<td>Maximum amount of allowances to sell</td>
</tr>
<tr>
<td>( \phi(i) )</td>
<td>( \Pr[D_t = i] )</td>
</tr>
<tr>
<td>( \phi(j) )</td>
<td>( \Pr[R_t = j] )</td>
</tr>
<tr>
<td>( E^c )</td>
<td>Emission-cap (limit on carbon emissions)</td>
</tr>
<tr>
<td>( e^r )</td>
<td>Amount of carbon emissions per remanufactured product</td>
</tr>
<tr>
<td>( e^p )</td>
<td>Amount of carbon emissions per manufactured product</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>Minimal proportion of recoverable inventory to remanufacture per period</td>
</tr>
<tr>
<td>( \beta )</td>
<td>Minimum proportion of emission reduction between period ( t ) and ( t + 1 ) to allow selling of carbon credits at period ( t )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Random variables</th>
<th>Decision variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D_t )</td>
<td>Stochastic demand in period ( t )</td>
</tr>
<tr>
<td>( R_t )</td>
<td>Stochastic returns in period ( t )</td>
</tr>
<tr>
<td></td>
<td>( a_t^+ ) Carbon credits bought in period ( t )</td>
</tr>
<tr>
<td></td>
<td>( a_t^- ) Carbon credits sold in period ( t )</td>
</tr>
</tbody>
</table>

period: \( r_t, p_t, a_t^+, \) and \( a_t^- \). Let \( d_{s_t}(\pi) \) be the set of decisions \( d_{s_t} \) for each state \( s_t \in S \) at a given period \( t \) according to a policy \( \pi \). Then, \( d_{s_t}(\pi) := (r_t, p_t, a_t^+, a_t^-) \).

Figure 3.2 illustrates the transition between states given a policy \( \pi \). There might be several possible policies, denoted by the set \( \Pi, \pi \in \Pi \).

The transition from state \( s_t \) to state \( s_{t+1} \) is the result of \( d_{s_t}(\pi) \) and the random variables. The probability of transition is defined as the joint probability of the random variables, namely demand and returns, that is, \( P_{\pi}(s_t, s_{t+1}) = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \Pr[D_t = i] \Pr[R_t = j] \). The transition from state \( s_t \) to \( s_{t+1} \) is described by Equations (3.1) to (3.4).
Let $\eta_t(x_t^S, x_t^R, p_t, r_t)$ denote the emissions generated by the actions taken according to policy $\pi$. Then, the sub-state $\sigma_t$ is used as an auxiliary state to ensure that the sale of carbon credits is only made when emissions have been previously reduced.
3.3.2 Value Function

A policy will be defined according to the expected cost function $f_t(s_t, d_t(\pi))$. This is composed of: 1) production costs, 2) holding costs and penalties, and 3) carbon allowance trading cost.

Production Costs

Manufacturing and remanufacturing costs are given by Expressions (3.5) and (3.6), respectively. Production costs consider a setup cost per batch and a quantity-related cost. Setup costs are only considered when manufacturing (remanufacturing) orders are greater than zero:

$$\delta_t(p_t) = \begin{cases} \tau_p + C_p p_t, & p_t > 0 \\ 0, & \text{otherwise} \end{cases} \quad (3.5)$$

$$\gamma_t(r_t) = \begin{cases} \tau_r + C_r r_t, & r_t > 0 \\ 0, & \text{otherwise} \end{cases} \quad (3.6)$$

Holding Costs and Penalties

Let $H_t(x_t^R, r_t)$ denote the expected holding and disposal costs for remanufacturable inventory. A cost $h^R$ per unit will be charged for all returned products remaining in the inventory at the end of the period. In addition, if the remanufacturable inventory level exceeds its capacity $\kappa^{dR}$, surplus products are disposed of at a cost $C_d$ per unit disposed.

$$H_t(x_t^R, r_t) = h^R \sum_{j=0}^{\kappa_t^R} (x_t^R + j - r_t)\phi(j) + C_d \sum_{j>\kappa_t^R} (x_t^R + j - \kappa_t^R - r_t)\phi(j) \quad (3.7)$$

The expected holding costs and penalties for serviceable products $L_t(x_t^S, r_t, p_t)$ are given by Expression (3.8). This Expression consists of 1) the holding cost $h^S$ that is charged to all serviceable products remaining in the inventory at the end of the period, 2) the expected shortage
cost, a penalty \( v \) will be charged to the sum of unfilled demands lower than the maximum quantity of backorder allowed \( \kappa^v \), and 3) the expected lost-sale cost given by a lost-sale penalty \( C_{ls} \) associated with the unfilled demand going above \( \kappa^v \).

\[
L_t(x^S_t, r_t, p_t) = h^S \sum_{i=0}^{x^S_t} [x^S_t - i + p_t + r_t]^+ \phi(i) + v \sum_{i>x^S_t} (i - x^S_t) \phi(i) + C_{ls} \sum_{i>x^S_t+\kappa^v} (i - x^S_t) \phi(i) \tag{3.8}
\]

Where \([x]^+ = \max\{x, 0\} \).

Carbon Allowance Trading Cost

The total amount of emissions generated over the period \( t \) for the set of activities \((p_t, r_t)\) is defined by \( \eta_t(x^S_t, x^R_t, p_t, r_t) \).

\[
\eta_t(x^S_t, x^R_t, p_t, r_t) = e^p p_t + e^r r_t \tag{3.9}
\]

Let \( \rho(e_t) \) denote the cost for the emissions generated. The first term represents the expected cost of the emissions generated. The second and third terms represent the expected quantity of allowances to buy or to sell, respectively. The value of \( C_e, C^{a^+}, \) and \( C^{a^-} \) depend on the environmental policy. A cap-and-trade scheme might assume an emission cost \( (C_e) \) equals zero.

\[
\rho(x^S_t, x^R_t, e_t, p_t, r_t) = C_e \eta_t(x^S_t, x^R_t, p_t, r_t) + C^{a^+} a^+_t - C^{a^-} a^-_t \tag{3.10}
\]

Cost Function

Let \( f_t(x^S_t, x^R_t, e_t, \sigma_t, d_s(\pi)) \) denote the expected cost at period \( t \) when the system is operated under the policy \( \pi \in \Pi \) given the state of the system \((x^S_t, x^R_t, e_t, \sigma_t)\) at the beginning of period \( t \).

\[
f_t(x^S_t, x^R_t, e_t, \sigma_t, d_s(\pi)) = \delta(p_t) + \gamma(r_t) + H(x^R_t, r_t) + L(x^S_t, r_t, p_t) + \rho(x^S_t, x^R_t, e_t, p_t, r_t) \tag{3.11}
\]
The objective is to determine the policy $\pi \in \Pi$ that minimizes the total expected cost over the planning horizon.

$$\min_{\pi \in \Pi} \mathbb{E} \sum_{t=1}^{T+1} f_t(s_t, d_{\pi}(s))$$

(3.12)

The value function can be rewritten into the backward recursive function given by Expression (3.13). This expression affirms that the best policy $\pi$, is calculated by minimizing the summation of the best policy at the current state at stage $t$, plus the expected value at the following period.

$$V_t(s_t) = \min_{\pi \in \Pi} \{ f_t(s_t, d_{\pi}(s)) + \mathbb{E}V_{t+1}(s_{t+1}) \}$$

(3.13)

with $f_{T+1}(s_{T+1}, d_{\pi}(s)) \equiv 0$, as a boundary condition.

The above model is subject to the following constraints: manufacturing and remanufacturing quantities at each period must be less than inventory levels and production capacities:

$$p_t \leq \kappa^p$$

(3.14)

$$r_t \leq \min\{x^R_t, \kappa^r\}$$

(3.15)

Carbon allowances purchased or sold must be less than the maximum amount permitted. The parameter $\kappa^+e^+$ denotes the maximum amount of allowances to sell. Since $a_t^+$ is the quantity purchased at period $t$. Constraint (3.16) ensures that the quantity purchased at period $t$ does not exceed the maximum quantity. The set of constraints (3.17) to (3.19) ensures it is possible to sell allowances at period $t$ only when emissions from the previous period were reduced at least by $\beta$. The parameter $\beta$ is a proportion which represents a minimal reduction of emissions and $M$ is a large positive constant. Constraint (3.19) ensures the minimal $\beta$ reduction.
\[ a_t^+ \leq \kappa e^+ \]  
(3.16)

\[ a_t^- \leq \kappa e^- y \]  
(3.17)

\[ \frac{\sigma_t - \sigma_{t+1}}{\sigma_t} \geq \beta + M(y - 1) \]  
(3.18)

\[ y \geq 0, \quad y \leq 1, \quad \text{and integer} \]  
(3.19)

Emissions banked at each period must be less than the emission-cap.

\[ e_t \leq E^c \]  
(3.20)

Decisions must be integers and greater than the minimum requirement.

\[ r_t \geq \alpha x_t^R \quad \text{and integer} \]  
(3.21)

\[ p_t \geq 0, a_t^+ \geq a_t^- \geq 0 \quad \text{and integer} \]  
(3.22)

State variables \( x_t^R, e_t \) and \( \sigma_t \) must be non-negative.

\[ x_t^R \geq 0, e_t \geq 0, \sigma_t \geq 0 \]  
(3.23)

### 3.4 Exact Solution: Dynamic Programming

The problem presented in Section 3.3 is a combinatorial optimization problem, where at each planning period a set of decisions must be made. Dynamic programming is a technique that can be used to obtain the optimal solution of combinatorial problems. Nevertheless, the number of iterations required to reach the optimal solution depends on the state and the solution space. We conducted a pilot study to gain more knowledge about the behavior of the system and resolution time. Three instances (Table 3.2) were studied over a 12 period planning horizon. The instances differ in the number of possible solutions and the size of the state space. The
first and third instances are, respectively, the smaller and the larger scenarios. The rest of the parameter values are shown in Table 3.3.

Table 3.2 Instances studied through dynamic programming

<table>
<thead>
<tr>
<th>Instance</th>
<th>Initial State</th>
<th>Upper bounds per variable</th>
<th>Upper bound per state</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$[x^R_0, x^S_0, e^0, \overline{o}_0]$</td>
<td>$[\kappa^R, \kappa^S, \kappa^{e^+}, \kappa^{e^-}]$</td>
<td>$[\kappa^{dR}, \kappa^S, E^c]$</td>
</tr>
<tr>
<td>1</td>
<td>[0, 0, 2, 0]</td>
<td>[4, 2, 2, 2]</td>
<td>-1</td>
</tr>
<tr>
<td>2</td>
<td>[5, 3, 7, 0]</td>
<td>[5, 3, 3, 3]</td>
<td>-1</td>
</tr>
<tr>
<td>3</td>
<td>[0, 10, 10, 0]</td>
<td>[6, 10, 10, 10]</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.3 General parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_p$</td>
<td>$90/\text{tonne}$</td>
<td>$C_{ls}$</td>
<td>$179/\text{tonne}$</td>
<td>$\tau_r$</td>
<td>$0$</td>
</tr>
<tr>
<td>$e^r$</td>
<td>$1\text{tCO}_2/\text{tonne}$</td>
<td>$C^{e^r}$</td>
<td>$1.36/\text{tCO}_2$</td>
<td>$C_r$</td>
<td>$130/\text{tonne}$</td>
</tr>
<tr>
<td>$h_S$</td>
<td>$15/\text{tonne}$</td>
<td>$\tau_p$</td>
<td>$0$</td>
<td>$e^p$</td>
<td>$2\text{tCO}_2/\text{tonne}$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.2</td>
<td>$C_d$</td>
<td>$0/\text{tonne}$</td>
<td>$h_R$</td>
<td>$1.6/\text{tonne}$</td>
</tr>
<tr>
<td>$v$</td>
<td>$115/\text{tonne}$</td>
<td>$C^v$</td>
<td>$1.32/\text{tCO}_2$</td>
<td>$\alpha$</td>
<td>0.1</td>
</tr>
</tbody>
</table>

We consider demand and returns are discrete and follow a trapezoidal and triangular distribution, respectively:

$$\phi(i) = \Pr[D_t = i] = \begin{cases} 
\frac{i}{20}, & 1 \leq i \leq 4 \\
\frac{9-i}{20}, & 4 < i \leq 8 \\
0, & \text{otherwise}
\end{cases}$$

$$\phi(j) = \Pr[R_t = j] = \begin{cases} 
\frac{j+1}{9}, & 0 \leq j \leq 2 \\
\frac{5-j}{9}, & 2 < j \leq 4 \\
0, & \text{otherwise}
\end{cases}$$

The results suggest a reduction in manufacturing replenishment quantities, dropping in average 23% the amount of emissions generated, but increasing costs by 3%. However, 20% of cost increment results from the allowance purchase, thus operational costs are only raised by 2.5%.
Due to the restricted size of state and action spaces, the results are not enough to determine a significant change on remanufacturing replenishment quantities. Then, despite there is evidence that inventory policies are affected by environmental policies, a deeper study with bigger instances is necessary.

Regarding dynamic programming performance, according to the results CPU time passed from 1.13 s in Instance 1 to 501.55 s in Instance 3. Then, resolution time increases with the size of the problem. Since dynamic programming can only solve relatively small instances of our problem in a considerable computational time it is not possible to explore larger scenarios as higher emission-quotas. It seems worthwhile to extend the experiments and to gain experimental knowledge. To overcome this computational obstacle, we develop a genetic algorithm (GA).

3.5  Approximated Solution: Genetic Algorithm

GAs have proven to be an efficient method for solving diverse combinatorial problems in a reasonable amount of time, including the problem of inventory control. In this section we present a GA to determine at each period a set of decisions \((r_t, p_t, a_t^+, a_t^-)\) which minimize the total cost.

3.5.1  GA Structure

Genes of our GA are real-coded, and represent a decision to be made. Then, based on \(d_s(\pi)\), chromosomes consist of an array of a size equals to the total number of decisions to be made over the planning horizon \(T\). Decisions are grouped by period in the order: \(r_t, p_t, a_t^+, a_t^-\), giving a total chromosome length of \(4T\), i.e.:

\[
\begin{array}{cccccccc}
  r_1 & p_1 & a_1^+ & a_1^- & r_2 & p_2 & a_2^+ & a_2^- & \ldots & r_T & p_T & a_T^+ & a_T^- \\
\end{array}
\]

Decisions in period 1

Our GA begins by randomly generating an initial population of size \(P\), in the following way: considering at each period upper bounds per decision variable, the available remanufacturable
inventory, and the emissions banked, random decisions are made in the order 1) remanufacturing, 2) manufacturing, 3) allowances to buy, and 4) allowances to sell. Afterwards, the fitness of each individual is evaluated by the Expression (3.11). Therefore, given the high risk of building unfeasible chromosomes, there is an embedded repair function in the fitness evaluation. Hence, when a chromosome is evaluated, its feasibility is tested first. If a chromosome fails the test, the genes preventing it from being feasible are changed to their closest feasible value. After population initialization, reproduction actions follow.

Reproduction begins by choosing two random individuals for crossover. Each individual of the population has the same chance to be selected. If the same individual is selected twice, the last element is discarded, and a new parent is selected. This process continues until both parents are different. Afterwards, crossover is performed with a probability $CR$ between parents. For each pair of parents selected, one offspring is built. The crossover activity is a one-point crossover. To avoid losing information, the crossover-point is a random multiple of the number of decision variables per period (i.e., 4). The first parent gives to its offspring its first half and the second parent, its second half. In order to prevent loss of diversity, when the genotype of two parents is the same, an offspring is generated randomly. This procedure continues until $P$ offsprings are built. Offsprings can be mutated with probability $MR$. Three equally probable mutations might be performed: 1) $gene_{new} = gene_{old} + 1$, 2) $gene_{new} = gene_{old} - 1$, and 3) $gene_{new} = gene_{old}(1 - x) + gene_{old}(2xu)$, inspired from Sánchez et al. (2010). The value of $x \in (0, 1)$ is defined from the beginning. The choice between the set of mutation operators is made according to a random value $u \sim U(0, 1)$.

After reproduction is finished, the new generation is built based on the fitness values and the preservation of diversity. If the genotype of an offspring is the same as that of any existing individual, the offspring does not enter the new population. An offspring will enter the new population if the fitness is better than at least one other member of the old population. When the fitness is not better that any individual of the old population, the offspring enters the new population with probability $r$. If an offspring enters the new population, the replacement of an old individual will be made according to the following sequence 1) determine a list of genotype
duplicates and replace from the list the individual with the worst fitness; 2) if all individuals are different, determine fitness duplicates, and replace the best fitness duplicate; and 3) if there is no duplicate element (genotype or fitness), replace the individual with the worst fitness. The GA stops when any of the stop criteria is met: 1) the number of maximum iterations \( N \) has been reached, or 2) the fitness value has not improved for \( G \) times.

We conducted a sensitivity analysis to examine the performance of the GA through different parameter values. The parameters playing a key role in the performance are population size \( (P) \), mutation rate \( (MR) \), crossover rate \( (CR) \) and stop criteria \( (G) \). The performance of the GA is measured by the gap between the optimal solutions and the function values obtained by the GA. The maximal number of iterations \( (N) \) was fixed to 1000, and the noise factor \( (\alpha) \) to 0.2. From the results, the GA gives an average error of 12.52 units and solves the problem in average time of 2.00s. The sensitivity analysis provides as best parameter settings: 1) \( CR=0.94 \), 2) \( MR=0.16 \), 3) \( P=225 \), and 4) \( G=240 \).

### 3.5.2 Preliminary Study

In the following, we perform a preliminary study to evaluate the performance of the GA. We consider that remanufacturing is less expensive and greener than manufacturing. In reality, the case study is a larger instance of the ones in Section 3.4. We assume a 24 planning horizon with \( x_0^R = 3 \) and \( x_0^S = 5 \). We use the GA parameter setting obtained in the previous section. The parameter settings are summarized in Table 3.4, demand and returns are distributed as in Section 3.4.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_p )</td>
<td>$900/tonne</td>
<td>( C_{ls} )</td>
<td>$10000/tonne</td>
<td>( \tau_r )</td>
<td>$0</td>
</tr>
<tr>
<td>( e' )</td>
<td>0.6tCO(_2)/tonne</td>
<td>( C_{a'} )</td>
<td>$-/tCO(_2)</td>
<td>( C_r )</td>
<td>$1300/tonne</td>
</tr>
<tr>
<td>( h_S )</td>
<td>$150/tonne</td>
<td>( \tau_p )</td>
<td>$0</td>
<td>( e^b )</td>
<td>12tCO(_2)/tonne</td>
</tr>
<tr>
<td>( \beta )</td>
<td>0.2</td>
<td>( C_{d'} )</td>
<td>$0/tonne</td>
<td>( h_R )</td>
<td>$16/tonne</td>
</tr>
<tr>
<td>( v )</td>
<td>$1430/tonne</td>
<td>( C_{a'} )</td>
<td>$-/tCO(_2)</td>
<td>( \alpha )</td>
<td>0.1</td>
</tr>
</tbody>
</table>

| Table 3.4 General parameters |
The results show that there is no change in the inventory policy since the most economic decision is also the least polluting. Then, when establishing environmental strategies, the system would be still using the same inventory policy until it is no longer possible to produce the established manufacturing and remanufacturing amounts. In this case, first the quantity to manufacture is gradually reduced as the environmental-constraint becomes more severe. After manufacturing is completely stopped, the quantity to remanufactured is gradually decreased until all sales are lost.

Regardless of the expected behavior, we perform an analysis to determine how much the emission-cap can be reduced while keeping a service level higher than 80% (below this, the system is considered infeasible). We study the emission-cap in a range of 640 tCO₂/horizon to 80 tCO₂/horizon, given a mean value of 669 tCO₂/horizon when environmental constraints are not included. According to Figure 3.3a, it is possible to reduce the total quantity of the system’s emissions by 40% with a service level greater than 80%. Moreover, from Figure 3.3b it is noticed that the service level has the same behavior that the quantity of emissions generated (Figure 3.3a). This is because emissions generated by manufacturing and remanufacturing are linear and depends of the amount produced.

We also study the effect of the carbon allowance price. For this, we explore the changes in the replenishment decisions for carbon allowance prices between $5/tCO₂ and $350/tCO₂. Figure 3.4 shows the cumulative cost according to the carbon allowance price. The results indicate that while there is an increase in the price, the quantity of allowances to purchase is always the same in the different scenarios. As result, the increase in the total cost will be proportional to the increase in the allowance price. Hence, when remanufacturing is the cheapest and more environmentally friendly activity, a cost-minimization approach should be taken. Moreover, if it were still necessary to reduce the amount of carbon emissions without losing sales, the only solution would be to switch to a cleaner technology.

If an emission-tax is integrated to reduce the carbon footprint of a company, and the environmental-penalty increases the production cost in a way that manufacturing still is less expensive than
remanufacturing; there will be no change in the inventory control policy. Manufacturing will be preferred over remanufacturing and the system will continue manufacturing until the production cost is more expensive than losing a sale. At that point, the system will begin to lose all sales. On the other hand, in the case that the remanufacturing cost plus the emission-tax is less expensive than manufacturing, the system will behave as stated in Simpson (1978) or a variant, and as the emission-tax increases, the system will stop manufacturing and then remanufacturing. Given the triviality of the scenario, an emission-tax approach was not studied.

In relation to the performance of the GA, we performed 30 runs for each scenario, the average CPU time is 8.71 s with a standard deviation of 0.58, a minimum value of 2.12 s and a
maximum value of 18.69 s. Then, the GA reduces by more than 98% the computational time regarding the largest instance tested in Section 3.4.

3.6 Numerical Examples

Considering the case study in section 3.5.2, in this section we present extended examples. The scenarios under study only consider the case where there are two processes, one low-cost and polluting (manufacturing), and another expensive, but greener (remanufacturing). The systems that would exhibit this behavior are those which despite the fact that remanufacturing might save money on the purchase of virgin raw material, collection and transport costs from collection centers are additional costs of remanufacturing that manufacturing does not consider. Moreover, given the recent age of reverse channels, these could still not be optimized and
can lead to loss of money. Meanwhile, the collection of material is only one of the multiple activities added to the production process of remanufacturing. In general, recovered material has different quality, and sorting is necessary to determine if the products are in the state of being remanufactured. Moreover, raw material must be cleaned before use. All of these processes are time and money consuming, and they may cause remanufacturing to be more expensive than the traditional manufacturing process. It will be expected that company in this situation will never conduct remanufacturing on its own. This context encourages setting a minimal remanufacturing requirement which forces the use of remanufacturing.

3.6.1 Parameter Settings

The GA uses the parameter values found previously. A sensitivity analysis is conducted focusing on the influence of the carbon allowance price, the emission-cap, the minimal remanufacturing quota, and allowance trading over the environmental performance. The horizon length of each simulation is 24 planning periods with the allowance price and the environmental impact of processes constant in $T$.

The numerical examples are built based on the literature and the California Cap-and-Trade Program. For 2014, the California Cap-and-Trade has fixed a minimum selling price of $11.34/tCO_2$. Nevertheless, recently in other allowance trading programs, such as the EU ETS, the price has been falling below $7/tCO_2$. Therefore, we decided to begin the analysis from an allowance price of $5/tCO_2$. The remaining scenarios help us to simulate the forthcoming years since the California Cap-and-Trade imposes a minimum selling price each year equal to the previous year’s selling price plus an increase of 5% plus inflation. In general, an allowance purchase price of 3% higher than the selling price is considered.

Regarding the environmental impact of the different processes, we consider manufacturing 95% more polluting than remanufacturing, but manufacturing costs half the price. Parameters are summarized in Table 3.5, and demand and returns follow the same distribution as those in Section 3.4. Considering the latter parameter values, we conducted a first analysis of the
system to establish the quantity of emissions generated over a period without a cap-and-trade mechanism. The results show a mean environmental contribution of 1,218 tCO₂ over 24 time periods with a standard deviation of 102.44 units. The emission-caps to study correspond to the average value of 1,218 ± 5 standard deviations.

Table 3.5 General parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_p$</td>
<td>$900/tonne</td>
<td>$C_i$</td>
<td>$10000/tonne</td>
<td>$\tau_r$</td>
<td>$0$</td>
</tr>
<tr>
<td>$e^\rho$</td>
<td>0.6tCO₂/tonne</td>
<td>$C^u$</td>
<td>Variable</td>
<td>$C_r$</td>
<td>$1800/tonne$</td>
</tr>
<tr>
<td>$h_S$</td>
<td>$150/tonne</td>
<td>$\tau_p$</td>
<td>$0$</td>
<td>$e^{\beta}$</td>
<td>12tCO₂/tonne</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.2</td>
<td>$C_d$</td>
<td>$0/tonne$</td>
<td>$h_R$</td>
<td>$16/tonne$</td>
</tr>
<tr>
<td>$\nu$</td>
<td>$0/tonne$</td>
<td>$C^u$</td>
<td>Variable</td>
<td>$\alpha$</td>
<td>Variable</td>
</tr>
</tbody>
</table>

Table 3.6 summarize the minimum, maximum and control value for each parameter. For each scenario, 30 independent runs are performed, and only one parameter is changed at a time. To better understand the effect of each parameter, we force the system to satisfy most of the demand. To this end, we consider that the system does not have the ability to backorder (i.e., $k^\nu = 0$), we assign a high lost-sale cost, and all scenarios are pre-charged with $x^R_0 = 3$ and $x^S_0 = 5$. In the following, we refer to a baseline scenario as a system that is not subject to any environmental policy.

Table 3.6 Sensitivity analysis for parameters of interest

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Minimum Value</th>
<th>Maximum Value</th>
<th>Control Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E^c$</td>
<td>705tCO₂/T</td>
<td>1730tCO₂/T</td>
<td>1525tCO₂/T</td>
</tr>
<tr>
<td>$C^a$</td>
<td>$5.00/tCO₂$</td>
<td>$240/tCO₂$</td>
<td>$10/tCO₂$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

In the following, we characterize the effect on cost, emissions and replenishment policies of a parameter change over the studied cases.
3.6.2 Emission-Cap Effect

The impact of a direct-cap without the possibility of trading allowances is set according to the baseline scenario. The results show that there are three zones where a system subject to a direct-cap can be found. The first zone is where a system has been granted with more emissions than the average amount generated in a cost-minimization context. Hence, given that the system does not get any benefit for reducing its emissions, in reality cutting emissions would increase costs, the system behaves as the baseline scenario where the replenishment strategy only supports manufacturing, and remanufacturing is never used. The second zone is where the system has been granted with a quantity of allowances around its average amount of emissions generated. In this zone, the inventory policy changes and remanufacturing is included in the activities. By making a trade-off between costs and the environmental impact, the emission-cap is respected while still minimizing the costs. Finally, the third zone is where the quantity of emissions granted has been cut down significantly. Thus, since the emission-cap is too tight, the system is not able to reduce its emissions to the desired cap. The only option left is to reduce the amount of emissions by interrupting manufacturing. This results in losing sales. In this zone, it is advisable to change the technology in order to reduce the environmental impact without compromising the service level.

In the case study, Figure 3.5 shows the different zones. The service level above an emission-cap of 910tCO₂/horizon is stable at 99%. Afterwards, the service level falls rapidly. Figure 3.6 shows how the inventory policy changes the portion of demand satisfied by each process as the emission-cap decreases.

According to our findings, the relationship between an emission-cap and the inventory policy can be summarized as: there is a specified emission-cap range within which inventory control can help to overcome the constraints of a cap-and-trade mechanism.
3.6.3 Carbon Allowance Price Effect

We focus on determining the effect of the allowance price on replenishment decisions considering an emission-cap set to 1525tCO$_2$/horizon. The allowance selling price varies from $5/tCO$_2$ to an extremely high price. This scenario can be seen as a mechanism where there is no emission-cap, and the company receives financial compensation for its efforts in reducing emissions. The more a company reduces carbon emissions, the more it gets compensated.
Figure 3.7 shows the total cost against the allowance selling price; the service level in all studied scenarios is 99%. The results indicate that the total cost decreases as the allowance price increases. Nevertheless, when the allowance price is between $5/tCO_2$ and $140/tCO_2$, there is no real reduction in the amount of emissions. The reduction in cost comes from the additional emissions granted to the system. Within this range, there is no change in the replenishment policy. However, when the price is equal to or greater than $165/tCO_2$, remanufacturing begins to be implemented. At that point, there is a change in the replenishment policy. It is important to notice that the system changes the replenishment policy when the environmental difference between processes multiplied by the allowance selling price reaches the price of the most expensive and greenest activity, i.e., remanufacturing. In other words, the financial benefit of the emission abatement pays for the switch to greener technology and due to this the inventory policy changes.

![Figure 3.7 Allowance price analysis](image)

Clearly, as the selling price rises, the system tries to cut more emissions. In the case study, given the large emission-cap, the system can operate without cutting down the quantity of emissions generated. Then, the emission abatement can be seen as a profit, which reduces as the amount of emissions generated reaches the minimal emissions requirement of 680tCO_2. Figure 3.8 shows the carbon abatement percentage behavior against the selling price.
In the case study, we describe the influence of allowance prices in the inventory policy as: the allowance price will have an effect on the inventory policy if the financial compensation for reducing the emission absorbs the cost of the greenest activity.

### 3.6.4 Allowance Trading Effect

In the allowance trading scenario, we compare different emission-caps against a range of allowance selling prices. The decision to change the inventory policy, as well to manage carbon allowances, is driven by the emission-cap and the selling price.

We define three different zones along the allowance selling price, zones A, B and C. Zone A is where the price is not significant regarding the production cost. There, the emission-cap would drive the decisions. Zone B is where the selling price does not cover the cost of establishing cleaner technology, but the environmental benefit is on the scale of costs. Finally, zone C is where the environmental benefit covers the cost of introducing greener technology and the allowance selling price drives decisions. The three zones are clearly defined according to the production costs. Figure 3.9 shows the different zones for the selling price in the case study.

When the emission-cap is in the zone 1, the allowance selling price must be in zone C in order to make a modification in the inventory policy; otherwise, it is not profitable. The carbon abatement (%) is shown in Figure 3.8 for different baseline scenarios and allowance selling prices.
management policy is simple as sell the over emission allocated. When the emission-cap is in the zones 2 or 3, decision-making is more critical than into zone 1. In zones 2 and 3, the allowance selling price has a high impact on how decisions are made. In the following, we analyze how decisions change in zones 2 and 3.

When the price is in zone A, the cap-and-trade mechanism is driven by the emission-cap. It means that the inventory policy is only modified when the emission-cap is in zone 3. Then, since the acquisition of the emission is not expensive, the inventory policy can help to ensure compliance with the law in a larger range of emission-cap values without reducing the service level. As the allowance price increases in zones B and C, the company will look forward to reducing its carbon emissions because of the financial benefit, and the change in the inventory policy will be made sooner for the emission-cap range. Hence, the inventory policy is changed immediately when the emission-cap is in zones 2 or 3. Nevertheless, as the allowance selling price continues to rise, the emission-cap strategy is similar to a direct-cap scenario where the inventory policy can help the industry in a smaller emission-cap range and, therefore, for a shorter time period without compromising the service level. Figure 3.10 shows how the inventory policy in the case study changes the proportion of demand satisfied by each process.

The results show the allowance selling price has a high impact on the amount of tCO₂ to purchase (Figure 3.11). The higher the selling price is, the more the resemblance of a cap-and-
trade with a direct-cap approach is evident. The carbon management policy defined according to the allowance selling price is the following. In zone A, since the price is low, the system behaves as if there is not an environmental mechanism and all required allowances are bought; there is no sale of allowances. In zone B, the system starts to be implicated in the dynamics of the cap-strategy; purchase and selling of allowances is moderate. Ultimately in zone C, the company embraces the environmental mechanism; allowance selling is important, while allowance purchase is almost none.

Applying a cap-and-trade strategy allows a company to earn a profit by reducing their emissions, even without considering the growth in demand due to being a green industry. In opposite, a direct-cap approach would only force the company to reduce its emissions, and the cap should be well set in order to achieve substantial reductions. Hence, a cap-and-trade ap-
Figure 3.11 Carbon management on allowance trading: a) allowances acquired (t$CO_2$), b) allowances sold (t$CO_2$)

approach would be a preferable environmental mechanism, even if the cap is not well structured. Figure 3.12 shows the emission generation over different strategies. As can be seen, when the emission selling price is high (zone C), there is a negligible difference between the amount of emissions generated in a direct-cap and in a cap-and-trade mechanism. In addition, Figure 3.13 shows the reduction in cost by applying a cap-and-trade scheme. It can be seen that when the allowance price is low (zone A), because only the carbon management strategy is restructured in a way to maintain the same replenishment decisions, the total cost remains relatively stable compared to those of other prices. In contrast, when the price increases the total cost curves have a higher resemblance between them, but always remaining lower in cost than the direct-cap scenario. Thus, as cited in Toptal et al. (2014), the cap-and-trade strategy can help to reach the same emission abatement than a direct-cap scenario at lower cost.
In conclusion, the findings suggest that higher allowance prices would encourage companies to voluntarily participate in the dynamics of the carbon market.

3.6.5 Minimal Remanufacturing Requirement Effect

The minimal remanufacturing requirement forces the system to integrate remanufacturing into its activities, modifying the inventory policy. Nevertheless, the quantity remanufactured is only the minimum.
A minimal remanufacturing strategy is easily applied, but the cost (Figure 3.14) associated with this policy is higher than that of another environmental mechanism namely, direct-cap or emission trading. The former strategy reduces the number of possible emissions almost to the maximum keeping a service level in all scenarios of 99%. The standard deviation between the emissions generated in each scenario is approximately 129 units in all scenarios. Meanwhile, in a direct-cap approach when there is a cap of 910tCO$_2$, the standard deviation reaches 3.23 units. Hence, given the different strategies’ costs, it is economically advantageous to the company to integrate the cap-and-trade scheme, where the company can have a financial benefit from accounting for and reducing its emissions. Then according to the emission-cap and the allowance price, the inventory policy might help to reduce the quantity of emission while still reducing the cost.

![Figure 3.14 Minimal remanufacturing requirement analysis](image)

### 3.7 Conclusions and Future Research

In this paper, we present one of the first finite-horizon inventory systems with recovery and environmental considerations. This paper helps in the understanding of alternative emission control policies and their impact on replenishment decisions. Several conclusions can be drawn from this research study. First, the results indicate that the environmental policies and their factors influence how replenishment decisions are made. In the case that an emission trading
scheme is adopted, the allowance price acts as an incentive to implement greener manufacturing processes. This leads to a more significant carbon footprint reduction and an increased profit when allowances are sold. On the other hand, when a direct-cap is preferred, replenishment decisions are made to meet only the minimal carbon footprint requirements. Second, a change on replenishment decisions can achieve a significant reduction in the carbon footprint without highly increasing the cost. This shows that inventory control gives the company flexibility to balance their production processes in order to meet demand, minimize costs, and comply with environmental policies. Third, although replenishment decisions help in the pursuit of carbon abatement; there is a point where these are not sufficient to meet environmental targets without compromising the service level. Hence, when environmental policies are very restrictive, parallel emission-reduction activities as low-carbon technology investments must be implemented.

The present study can take a number of future research directions. This work provides strong evidence that replenishment decisions vary according to the degree of permutation of the allowance price. Then, this analysis could be extended to a scenario reflecting the dynamics of allowance auction. In such a system, the carbon price and the available quantity to purchase are uncertain and vary per period.

This study might be a source of motivation for companies that are still not considering carbon abatement as a competitive advantage. Companies might benefit from advertising a green business and might benefit from an expanded market. Hence, for further research it would also be worthwhile to consider a maximization problem where demand and returns are increased by the environmental implication of the company. This means that demand and returns will be a function of the carbon footprint of the organization. The latter can also be interpreted as a multi-item problem, whereby various markets exist. A market with clients willing to pay more for greener products, and a conventional market, where decisions are based only on product price.
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Abstract

This paper explores how carbon abatement investments, capacity expansion and production and inventory planning interact to comply with environmental legislation. To this end, we consider a single-product supply chain system subject to a cap-and-trade regulation and potential investments. Demand may be met by two production technologies (low-carbon and conventional). The former uses recovered products, and is considered greener, but highly expensive. Further, the capacity of the low-emission process can be increased throughout the planning horizon. Decisions are then made on how to invest in carbon abatement strategies, capacity sizing, and production and carbon management planning to meet a cap-and-trade scheme over time. The aim of this paper is to determine the circumstances under which capacity expansion, strategic investments, such as the treatment of byproducts, and production-inventory planning, help satisfy the new environmental constraints without significantly reducing total profit. We modeled the system as a mixed integer linear problem. To illustrate the applicability of our approach, we focused on the pulp and paper industry. We characterized strategic and tactical decisions and performed a sensitivity analysis to determine the importance of allowance prices and freely granted emissions. Our findings support the potential of aligned strategic and tactical plans under environmental policies. Moreover, our results illustrate that if the allowance price is beyond a threshold price, investments become critical to the economic survival of a firm.
Keywords: production planning and inventory control, sustainable supply chain, emission-trading, pulp and paper industry

4.1 Introduction

In 2013, California introduced the cap-and-trade system, an environmental policy that promotes the reduction of greenhouse gas (GHG) emissions. Under this program, regulated companies must hold enough carbon credits (allowances) to cover their GHG emissions. It applies to many sectors, such as energy, cement, chemical, glass and paper mills. The program scope increases yearly, and as of 2015, included several industries and countries. Adopting a step toward sustainable development is a long-term plan in which decisions must be made cautiously in order to realize competitive advantages (Crum et al., 2011; Dong et al., 2014).

The impact of the cap-and-trade legislation on a company depends on a broad range of factors, such as demand, energy consumption and the ability to reduce GHG emissions. To comply with the law, companies may reduce their emissions or sell and buy emission allowances through the carbon market. The choice depends on the allowance price and the cost of reducing one metric ton of carbon equivalent (tCO$_2$e). The performance of the cap-and-trade program relies strongly on the carbon market force to drive the allowance price. The notion of prices being set as a function of the supply and demand has a high potential to create competitive advantages for companies that can reduce emissions in a cost-effective manner. However, if decisions made by the companies are not aligned with the law, then their profitability could be jeopardized. The policy is expected to become more rigorous with each passing year, as allowances become more expensive, and their availability reduced. This situation spawns numerous challenges for covered entities. Hence, the mandatory nature of the policy and the imminent tightening of legislation make it imperative to address the integration of cap-and-trade in industries.

Prevailing management methods were initially conceived with purely economic goals, setting aside the environmental impact of decisions. According to the findings of García-Alvarado et al. (2015), existing management strategies cannot successfully lead to a curbing of carbon
emissions without sacrificing profit. Nevertheless, changes to production plans and inventory strategies could yield important GHG savings without significant cost increases.

Clearly, there are limits to the ability of tactical decisions to help achieve environmental gains (García-Alvarado et al., 2015). As the allowance prices rise, and the emission-cap tightens, the system struggles to reduce the carbon footprint, and sales are lost. García-Alvarado et al. (2015) stress the need to focus on strategic and tactical decisions to build supply chains that are both cost-effective and environmentally-friendly. Motivated by this, this paper aims to study how strategic (long-term) and tactical decisions interact to ensure compliance with the California Cap-and-Trade Program. Our main interest is to determine the circumstances under which capacity expansion, strategic investments, such as the treatment of byproducts, and production-inventory planning, help satisfy the new environmental constraints without significantly reducing total profit. Further, we believe decision-making under such a mechanism might depend on several factors, namely, the availability of carbon allowances, and their prices. We then study how decisions change when certain critical parameters are perturbed.

The paper is organized as follows. In Section 4.2, we review the literature on strategic and tactical decision-making in terms of sustainable development. In Section 4.3, we present the proposed model. We illustrate the applicability of our model in Section 4.4. Results and findings are discussed in Section 4.5, and conclusions are drawn in Section 4.6.

4.2 Cap-and-trade regulation and literature review

In this section, we discuss the California Cap-and-Trade Program in greater detail, including the covered sectors, and we review the most relevant studies for our work.

4.2.1 California’s cap-and-trade

California’s cap-and-trade legislation is intended to control the amount of emissions generated. It focuses on entities generating more than 25,000 tCO$_2$e yearly. Each year, these entities are
required to submit an allowance for each tCO₂e generated, and to that end, companies may buy or sell allowances during auctions.

The cap-and-trade program comprises three compliance periods 1) 2013-2014, 2) 2015-2017, and 3) 2018-2020. The key dynamics of the system during compliance periods are summarized as follows: At the beginning of each year, depending on the sector, the government allocates free emission allowances (emission-cap) to covered facilities. By the end of the year, companies must cover a minimum quantity of their previous year’s emissions. Nevertheless, at the end of the compliance period (three years), the total amount of allowances not covered has to be surrendered.

Companies that have exceeded their emission-cap or that have surplus allowances may buy, sell or trade allowances to comply with the legislation. Emissions can be purchased or sold on the carbon market during auctions held at quarterly intervals. During auctions, participants submit bids for allowances in multiples of 1000. There is a maximum quantity of allowances a buyer can purchase per auction. The price paid by bidders is mainly market-driven, although the government also sets a floor allowance price. The floor price is set to increase by 5% per annum, plus the inflation rate. Allowances can likewise be bought in advance for future periods. The purchase limit depends on the auction year.

Companies can bank allowances. Each covered entity possesses two types of accounts for saving their allowances, namely, a compliance account and a holding account. The former holds the allowances needed to comply with the program requirements. At the end of each period (year), the compliance account must hold enough carbon permits to cover the emissions required. Allowances held in this account cannot be transferred elsewhere. In contrast, the holding account permits companies to bank their allowances, which they can then sell or trade. However, there is a limit in the quantity to be held in this account for each compliance period and year.

Figure 4.1 illustrates the dynamics of California’s cap-and-trade system. The legislation is projected to become more rigorous with each passing year, while the emission-cap shrinks,
and the allowance price rises. Further, each year, the government is expected to expand the scope of the program to include not simply more business sectors, but also other states and countries. For more details on the regulation, we refer the reader to the electronic version issued by the California Air Resources Board (2014).

Figure 4.1 Dynamics of California’s cap-and-trade system

4.2.2 The industrial context

The annual allocation of free allowances relies mostly on the industry’s leakage risk and on the sector. It is therefore clear that the cap-and-trade program’s effect on profit and decisions will vary from one sector to another. Moreover, because several parameters are estimated at the sector level, and only a few at the facility level, it is hard to predict the long-term effect of the policy at each facility.
The California ARB (Air Resources Board) classifies industries covered by the cap-and-trade scheme in three groups according to leakage risk: 1) high, 2) medium, and 3) low. High risk companies include chemical, cement and paper mills. The medium risk level includes food, winery, and hardware manufacturing sectors, while, the low risk class consists of pharmaceuticals, aircraft manufacturers, etc. (California Air Resources Board, 2014).

The leakage risk determines the assistance factor, which is the fraction of allowances freely granted by the government to support industries. The assistance factor may also be interpreted as an emission-cap which restricts the number of GHG emissions generated by companies. Other factors, such as the cap adjustment and the emission efficiency benchmark, depend on the sector, not in the leakage risk. The cap adjustment factor indicates the tightening of the emission-cap. In most cases, this value represents an annual average 2% reduction. The emission efficiency benchmark is used to evaluate GHG emission efficiency between and among processes in the same industrial sector. The only parameter used at the facility level to calculate the emission-cap is the product output or energy consumed.

The supply chain for each sector and firm is different, which therefore makes it difficult to assess the effect of the regulation on each structure. While there are sectors/companies for which reducing emissions is cheaper and easy, for others, such reductions are more expensive, forcing them to use the carbon market. For example, the paper industry, a high leakage industry, has a wide range of products, some of which can be produced through different technologies and from distinct raw materials. Paper mills using greener technologies would benefit from carbon abatement schemes, while less carbon-efficient competitors would pay for allowances.

4.2.3 Related literature

With the introduction of the cap-and-trade scheme system to lower GHG emissions, the literature in the field of supply chains subject to environmental policies has grown significantly. Our work is related to two streams of the literature subject to environmental constraints, namely, environmental investments and production planning and inventory control.
Mondschein and Schilkrut (1997) explored the role of environmental investments. The authors developed a decision support system for investments in pollution abatement plants, facility sizes and production levels. Later, their work was extended by Caldentey and Mondschein (2003) to incorporate the behavior of the sulfuric acid market. Subramanian et al. (2007) studied investment strategies under emission trading. They found that the number of available permits affects emission abatement levels. Wang et al. (2011) considered environmentally-conscious investments in the design of a supply chain network. The authors showed that larger network capacities led to lesser carbon footprints and costs. Giarola et al. (2012a) studied the selection of technologies in a multi-period supply chain subject to emission trading. They claim that carbon trading may play a fundamental role in promoting more sustainable second-generation technologies. Wang et al. (2013) studied a model for capacity investments with a portfolio of technologies differing in cost and environmental performance subject to emission taxes. Drake et al. (2015) considered a technology choice and capacity investment problem under a cap-and-trade scheme for a single-period make-to-order context. They compared their results with an emission tax policy. Their results support the view that the cap-and-trade system leads to greater profits than does the tax approach. Moreover, high taxes will decrease investments in cleaner technology. More recently, Rezaee et al. (2015) studied a supply chain network design problem subject to the emission-trading scheme. They incorporated uncertainty in carbon prices and argued that the resulting configuration is highly sensitive to the probability distribution of carbon prices.

The study of Gong and Zhou (2013) focus on production planning and inventory control. The authors presented a multi-period production planning subject to a cap-and-trade scheme, and gave insights into the characterization of the optimal production and trading policies. Their results show that policies depend on more states and are not as simple as traditional policies. García-Alvarado et al. (2014) also characterized the inventory policies and the emission trading strategy. The authors studied an infinite-horizon inventory system subject to the cap-and-trade mechanism. Their findings coincide with those of Gong and Zhou (2013). Zhang and Xu (2013) studied a single-period, multi-item production planning subject to a cap-
and-trade mechanism. The work of Fahimnia et al. (2015a) focused on how carbon and fuel pricing affects economic and environmental objectives. Their findings show that there is a carbon pricing interval at which the maximum carbon abatement can be achieved without substantial impacts on cost. Later, Fahimnia et al. (2015b) characterized production and allocation strategies for a carbon tax scheme. Zakeri et al. (2015) presented a supply chain planning model subject to carbon tax and emission trading. They argued that although the emission trading scheme is a function of the uncertainty of the carbon market, the supply chain performance in terms of carbon footprint, cost, and service level is superior to the situation in a carbon tax context. García-Alvarado et al. (2015) studied the effect of a cap-and-trade scheme on replenishment decisions relating to a hybrid supply chain system over a finite horizon. They provided evidence of a threshold emission-cap value under which strategic investments, rather than tactical decisions, must be made.

The literature examining strategic and tactical decisions in the presence of environmental concerns, includes the work of Chaabane et al. (2012), who studied a supply chain network subject to a cap-and-trade scheme. Their results support the position that carbon management strategies aid in achieving sustainability targets. Jiang and Klabjan (2012) studied joint production and environmental investment decisions under several carbon regulations with uncertain demand. Their findings indicate the environmental policies and system’ characteristics under which investments will be made. The study by Krass et al. (2013) focused on the effect of using tax, subsidies and rebate level as motivation for emission abatement technologies and production levels. As does the work of Drake et al. (2015), their findings show that higher taxes induce dirtier technologies. Dong et al. (2014) focused on a centralized two-echelon single-period system with demand subject to sustainability investments in products and a cap-and-trade mechanism. The authors determine the optimal production quantity and sustainability initiatives, and affirm that profit can be increased when environmental investments are made.

Even though the literature examined several aspects of the cap-and-trade scheme no study, to our knowledge, has integrated on production planning and inventory control methods the
actual dynamics of the cap-and-trade strategy. Hence, little is known about the potential of incorporating strategic and tactical planning under a carbon management scheme. The aim of this paper is to bridge the gap between what is present in the literature and the cap-and-trade scheme. Further, we explore how environmental investments and capacity sizing maximize profit while minimizing the carbon footprint of a firm.

4.3 Problem description and model formulation

4.3.1 Problem description

The system under study is illustrated in Figure 4.2. We considered a finite-horizon single-product supply chain subject to a cap-and-trade scheme. The system consists of a manufacturing and a remanufacturing production facility. The production capacity of the remanufacturing facility can be increased over time. It also has three stocking points; one for recovered products, a second for virgin raw material, and a third for serviceable items. We assume that the production facilities and stocking points are already established. Therefore, the main decisions to be made are at the strategic level, which includes environmental project investments, capacity sizing, sales, and production/inventory planning; decisions will also be made at the tactical level, which will cover carbon management strategies.

The planning horizon is composed of a set $\mathcal{M}$ of annual compliance periods defined by $m = 1, \ldots, M$. Annual compliance periods are classified as initial, closing and regular periods. Initial periods establish the beginning of a three-year compliance period. Closing periods denote the end of three-year periods, and regular periods refer to the periods comprised in a three-year interval. We define the set of closing periods as $\mathcal{J} \subset \mathcal{M}$. The number of allowances to surrender changes depending on whether the period is the beginning, the end, or a regular year of a compliance period.

Under the cap-and-trade scheme studied, at the beginning of each year (compliance period) $m \in \mathcal{M}$, an amount $\alpha_m$ of allowances is freely granted to the system (emission-cap). This quantity
is reduced each year by a factor $\epsilon_m$. During regular annual periods $m \in \mathcal{M} \setminus \mathcal{J}$, a minimal percentage ($\tau_m$) of the previous year’s emissions has to be covered with allowances. During closing compliance periods $j = 1, \ldots, J$, there is no yearly obligation, but rather, a triennial obligation. The sum of uncovered emissions during the years of the compliance period must then be surrendered. The compliance account level ($C_m$) must be positive for all annual periods and hold the amount of emissions required for each year. If a company exceeds the freely allocated emissions or has an allowance surplus, carbon allowances can be bought and sold during auction periods held quarterly each year.

We defined a set $\mathcal{N}$ of auction periods $n = 1, \ldots, N$ distributed quarterly each year. Each year $m \in \mathcal{M}$, during each auction period $n \in \mathcal{N}$, it is possible to purchase $(B_{m,n,m})$ or sell emissions $(S_{m,n})$ on the carbon market at price $b_{m,n}$ and $s_{m,n}$, respectively. To ensure the problem is bounded, we assume $s_{m,n} < b_{m,n}$ during all compliance periods. Allowances must be bought in multiples of 1000, and there is an allowance purchase limit ($g_{m,n}$) during each auction. We assume the sale of excess allowances is also made in batches of 1000 and is bounded by a maximum sale quantity ($g_{m,n}$). Carbon allowances can be banked at the holding account ($H_m$).
from period to period as long as the holding limit \((h_m)\) is not surpassed. The flow of emissions is summarized in Figure 4.3.

![Diagram of the flow of emissions in the system under study](image)

Figure 4.3 Flow of emissions in the system under study

We considered annual demand \((\delta_m)\) as independent random variables. Demand can be satisfied by two processes, namely, manufacturing and remanufacturing. Both technologies have an environmental impact denoted by \(e(q)\) and a cost \(y(x)\) per unit, respectively. We assumed \(q < e\) and \(y > x\). Remanufacturing orders \((Y_m)\) require recovered materials. Returns \((\Omega_m)\) are held in the remanufacturable stocking point \((Z_m)\), and there is a holding cost \((\mu)\) associated with the average inventory level during each period. We considered the quality of end-of-life products to be stable, and that there is a market surplus. Therefore, we assumed the acquisition of recovered products to be deterministic. Meanwhile, manufacturing orders \((X_m)\) require virgin raw material \((\Theta_m)\). Virgin material is held in the stocking point \(R_m\), and at the end of periods, the average inventory level incurs a holding cost \(\sigma\). Both technologies manufacture the same quality of products. Replenishment orders arrive with zero lead-time at the serviceable stocking
point \((V_m)\), where a holding cost \((\gamma)\) is incurred by the average inventory level during each period. Demand is satisfied from the serviceable inventory.

To reduce the carbon footprint, the remanufacturing capacity can be expanded by \(J_m\) increments at a variable cost \(\kappa\) and a fixed cost \(d\). However, capacity cannot exceed a given maximum \(\bar{k}\). It is also possible to gain allowances (environmental rewards) by making investments in emission abatement technology. We assumed as emissions are cut, carbon abatement technology will require major investments to activate more emission reductions. Hence, we considered the environmental reward to be a piecewise linear function of the investments made \((F_{m,i})\). We defined a set of segments \(\mathcal{I}\) with \(i = 1, \ldots, I\). The length of each segment is given by \(\varsigma_i\), and its environmental reward is denoted by \(w_i\), as illustrated in Figure 4.4.

![Figure 4.4 Environmental piecewise linear function](image-url)

**Figure 4.4** Environmental piecewise linear function
4.3.2 Sequence of decisions

Events proceed according to the following sequence: At the beginning of each compliance period \( m \in \mathcal{M} \), remanufacturing capacity expansion, and environmental project investments \( i \in \mathcal{I} \) are reviewed and carried out, if applicable. The benefits of capacity expansion and project investment are seen immediately during period \( m \in \mathcal{M} \). Likewise, at the beginning of annual compliance periods, inventory levels are reviewed, and raw material, manufacturing, and remanufacturing orders are placed. Afterward, demand occurs. Sales are made based on the available serviceable inventory. We assume that all costs and cash flows arrive at the end of the period. At the beginning of each auction period, the emission bank is reviewed and the number of allowances to purchase or to sell is determined. Allowance buying and selling occur instantly. The objective is to determine the optimal capacity expansion, environmental technology investments, carbon strategy, and production and sales quantities to maximize the total profit over the planning horizon.

To formulate the problem, the notation of this paper is summarized as follows:

**Sets**

\( \mathcal{M} \): Annual compliance periods.
\( \mathcal{J} \subset \mathcal{M} \): Closing years of compliance periods.
\( \mathcal{N} \): Auction periods.
\( \mathcal{I} \): Segments of the investment piecewise linear function.
Decision Variables

\begin{align*}
B_{m,n,m'} & : \text{Amount of allowances bought (in multiples of 1,000) during period } m \in \mathcal{M} \text{ and auction } n \in \mathcal{N} \text{ and to be used during period } m' \in \mathcal{M} \text{ s.t. } m' \geq m. \\
S_{m,n} & : \text{Amount of allowances sold (in multiples of 1,000) during auction } n \in \mathcal{N} \text{ and period } m \in \mathcal{M}. \\
\Delta_m & : \text{Carbon footprint of period } m \in \mathcal{M}. \\
\Upsilon_m & : \text{Quantity of allowances surrendered at the beginning of period } m \in \mathcal{M}. \\
\Lambda_m & : \text{Allowances transferred to the compliance account at the beginning of period } m \in \mathcal{M}. \\
C_m & : \text{Compliance account level at the beginning of period } m \in \mathcal{M}. \\
\alpha_m & : \text{Allowances freely allocated at period } m \in \mathcal{M}. \\
H_m & : \text{Holding account level at period } m \in \mathcal{M}. 
\end{align*}
\[V_m:\] Serviceable inventory level at the end of period \(m \in M\).

\[Z_m:\] Remanufacturable inventory level at the end of period \(m \in M\).

\[R_m:\] Virgin raw material inventory level at the end of period \(m \in M\).

\[Y_m:\] Quantity manufactured during period \(m \in M\).

\[X_m:\] Quantity remanufactured during period \(m \in M\).

\[\Pi_i:\] 1 if abatement rate \(i \in I\) is used; 0 otherwise.

\[F_{m,i}:\] Investment made at rate \(i \in I\) during period \(m \in M\).

\[K_m:\] Capacity of remanufacturing during period \(m \in M\).

\[J_m:\] Remanufacturing capacity expansion during period \(m \in M\).

\[D_m:\] 1 if remanufacturing capacity is expanded during period \(m \in M\); 0 otherwise.

\[L_m:\] Lost sales during period \(m \in M\).

\[\Theta_m:\] Virgin material required during period \(m \in M\).

\[\Omega_m:\] Recovered material required during period \(m \in M\).

\[A:\] Total carbon footprint over the whole planning horizon.

\[\psi:\] Fill rate.

**Environmental parameters**

\[b_{m,n}:\] Allowance purchase price (per allowance batch)

during period \(m \in M\) and auction \(n \in N\).

\[s_{m,n}:\] Allowance selling price (per allowance batch)

during period \(m \in M\) and auction \(n \in N\).

\[g_{m,m'}:\] Maximal purchase/sale limit (in allowance batches) during period \(m \in M\) for

period \(m' \in M\).

\[\tau_m:\] Minimal percent to surrender of required allowances during period \(m \in M\).

\[w_i:\] Carbon reduction rate at \(i \in I\).

\[e_m:\] Cap adjustment factor during period \(m \in M\).

\[\beta_m:\] Industry assistance factor during period \(m \in M\).

\[e:\] Carbon emissions per unit manufactured.

\[q:\] Carbon emissions per unit remanufactured.

\[\bar{e}:\] Carbon emissions benchmark per ton produced.
$h_m$: Holding limit at period $m \in M$.

$o_m$: Initial period for compliance period ending during year $m \in J$.

$\bar{c}$: Final compliance account level.

$\bar{h}$: Final holding account level.

$\bar{g}$: Allowance batch size (1,000 allowances).

**Parameters: costs and revenues**

$p$: Retail price per unit

$\nu$: Lost sale price per unit

$\gamma$: Inventory holding cost per unit hold at the serviceable inventory.

$\mu$: Inventory holding cost per unit hold at the remanufacturable inventory.

$\sigma$: Inventory holding cost per unit hold at the raw material inventory.

$y$: Production cost per ton manufactured.

$x$: Production cost per ton remanufactured.

$\theta$: Acquisition cost per unit of virgin raw material.

$\omega$: Acquisition cost per unit of recovered material.

$d$: Fixed cost of remanufacturing capacity expansion.

$\kappa$: Variable cost of remanufacturing capacity expansion.

$\varsigma$: Length of segment $i \in I$.

**Other parameters and capacities**

$\bar{k}$: Maximal remanufacturing capacity.

$\lambda$: Capacity of manufacturing.

$\nu$: Capacity of serviceable inventory.

$u$: Capacity of remanufacturable inventory.

$r$: Capacity of virgin raw material inventory.

$\bar{v}$: Final serviceable inventory.

$\bar{u}$: Final remanufacturable inventory.

$\bar{r}$: Final virgin raw material inventory.
\( \delta_m \) Customer demand during period \( m \in M \).

\( k \) Discount rate.

### 4.3.3 Objective function

The objective function (4.1) to be maximized is the net present value. It consists of 1) sales revenue; 2) emission trading revenue; 3) emission trading cost; 4) investment cost; 5) capacity expansion cost; 6) raw material acquisition cost; 7) production cost, and 8) inventory holding cost:

\[
\max \sum_{m \in M} \left( \frac{1}{1+k} \right)^m \left( p\left( \delta_m - L_m \right) - \nu L_m \right) + \sum_{n \in N} \sum_{m \in M} \left( \frac{1}{1+k} \right)^m \left( s_{n,m} S_{m,n} \right) \\
- \sum_{n \in N} \sum_{m \in M} \sum_{m' \in M} \left( \frac{1}{1+k} \right)^m \left( b_{m,n} B_{m,n,m'} \right) \\
- \sum_{m \in M} \sum_{i \in I} \left( 1 \right)^m \left( \frac{1}{1+k} \right)^m F_{m,i} \\
- \sum_{m \in M} \left( dD_m + \kappa J_m \right) \\
- \sum_{m \in M} \left( \frac{1}{1+k} \right)^m \left( \theta \Theta_m + \omega \Omega_m \right) \\
- \sum_{m \in M} \left( \frac{1}{1+k} \right)^m \left( yY_m + xX_m \right) \\
- \sum_{m \in M} \left( \frac{1}{1+k} \right)^m \left( \gamma \gamma_m + \mu \mu_m + \sigma \sigma_m \right) \\
(4.1)
\]

### 4.3.4 Constraints

The above function is subject to the following set of constraints 1) environmental; 2) investment; 3) inventory balance; 4) capacity; and 5) non-negativity and integrity.
4.3.4.1 Environmental constraints

The number of allowances freely granted to the system is given by Expression (4.2). The quantity of carbon permits conferred is a function of the production quantities, benchmark carbon footprints, the assistance factor, and the yearly cap adjustment.

\[ \beta_m e_m \epsilon_m (Y_{m-2} + X_{m-2}) \geq \alpha_m \quad \forall m \in \mathcal{M} \ (4.2) \]

The carbon footprint at each period, Expression (4.3), is calculated as a function of the carbon emissions generated by the quantities produced.

\[ \Delta_m = e Y_m + q X_m \quad \forall m \in \mathcal{M} \ (4.3) \]

Covered entities must respect their annual compliance obligation. The quantity of allowances that must be surrendered at the end of each period must be greater than or equal to a minimal requirement given by Expression (4.4). We assume by constraint (4.5) that the quantity to surrender cannot exceed the previous year’s emissions.

\[ \Upsilon_m \geq \tau_m \Delta_{m-1} \quad \forall m \in \mathcal{M} \setminus \mathcal{J} \ (4.4) \]
\[ \Upsilon_m \leq \Delta_{m-1} \quad \forall m \in \mathcal{M} \setminus \mathcal{J} \ (4.5) \]

For closing compliance periods, the triennial compliance obligation must be respected. The number of allowances to submit is the sum of the non-surrendered allowances during the three-year period.

\[ \Upsilon_m = \sum_{l \in \mathcal{L}} \Delta_l - \sum_{o_m \leq l \leq m-1} \Upsilon_l \quad \forall m \in \mathcal{J} \ (4.6) \]
To take account of the emissions generated at the end of the horizon, we add the emissions generated during period $M$ to the triennial compliance obligation during period $M$.

$$\Upsilon_M = \sum_{l \in \mathcal{M}} \Delta_l - \sum_{l \in \mathcal{M}} \Upsilon_l \quad \forall m \in \mathcal{J} \quad (4.7)$$

The balance of the compliance account is equal to the number of allowances from the previous period plus the quantity of allowances transferred to the account minus the number of allowances surrendered.

$$C_m = C_{m-1} + \Lambda_m - \Upsilon_m \quad \forall m \in \mathcal{M} \quad (4.8)$$

Constraint (4.9) expresses the allowance holding balance. The number of allowances held during each period $m \in \mathcal{M}$ is given by the sum of the emissions granted to the system at the beginning of the period; the emissions from the previous year; the environmental benefit of investments, and the amount of allowances purchased, minus the allowances sold.

$$H_m = \alpha_m + H_{m-1} - \Lambda_m + \sum_{i \in \mathcal{I}} w_{iF,m} - \sum_{n \in \mathcal{N}} \bar{g}S_{n,m} + \sum_{N \in \mathcal{N}} \sum_{m' \in \mathcal{M}} \bar{g}B_{m',n,m} \quad \forall m \in \mathcal{M} \quad (4.9)$$

There is a limit on allowance holding defined by constraint (4.10), and according to it, the amount of allowances banked at each period must be less than or equal to the maximum allowance holding.

$$H_m \leq h_m \quad \forall m \in \mathcal{M} \quad (4.10)$$

The amount of allowances purchased cannot exceed a given maximum quantity.

$$B_{m,n,m'} \leq g_{m,m'} \quad \forall m,m',n \in \mathcal{N} \quad (4.11)$$
To avoid emptying the system, a minimal number of allowances must be held at the end of the horizon.

\[ C_M \geq \bar{c} \quad (4.12) \]
\[ H_M \geq \bar{h} \quad (4.13) \]

4.3.4.2 Investment constraints

Conditional constraints for each segment of the investment curve are given by Expressions (4.14) and (4.15).

\[
\sum_{m \in \mathcal{M}} F_{m,i} \leq \varsigma_i \Pi_{i-1} \quad \forall i \in \mathcal{I} \quad (4.14)
\]
\[
\sum_{m \in \mathcal{M}} F_{m,i} \geq \varsigma_i \Pi_i \quad \forall i \in \mathcal{I} \quad (4.15)
\]

4.3.4.3 Inventory balance constraints

The remanufacturable, virgin raw material and serviceable inventory balances are given by Expressions (4.16) to (4.18), respectively: The stock of virgin material is given by the inventory level during the previous period minus the quantity manufactured, plus the amount of virgin material bought. Likewise, the remanufacturable inventory during each period considers the inventory level at the preceding period, the remanufactured amount, and the quantity of end-of-life products purchased during period \( m \in \mathcal{M} \). Meanwhile, the serviceable inventory level is defined by the serviceable inventory level during the previous period, plus the amount produced...
by both processes, minus the sales.

\[ R_m = R_{m-1} - Y_m + \Theta_m \quad \forall m \in \mathcal{M} \quad (4.16) \]
\[ U_m = U_{m-1} - X_m + \Omega_m \quad \forall m \in \mathcal{M} \quad (4.17) \]
\[ V_m = V_{m-1} + Y_m + X_m + L_m - \delta_m \quad \forall m \in \mathcal{M} \quad (4.18) \]

The average inventory levels for the three stocking points are computed in the following form:

\[ \bar{R}_m = R_{m-1} + R_m \quad \forall m \in \mathcal{M} \quad (4.19) \]
\[ \bar{U}_m = U_{m-1} + U_m \quad \forall m \in \mathcal{M} \quad (4.20) \]
\[ \bar{V}_m = V_{m-1} + v_m \quad \forall m \in \mathcal{M} \quad (4.21) \]

The final inventories must be greater than the minimal requirement.

\[ R_M \geq \bar{r} \quad (4.22) \]
\[ U_M \geq \bar{u} \quad (4.23) \]
\[ V_M \geq \bar{v} \quad (4.24) \]

### 4.3.4.4 Capacity constraints and upper limits

Expression (4.25) ensures that the remanufacturing capacity at each period depends on the previous period’s capacity plus the expansions made previously. Moreover, according to Expression (4.26), the total capacity must not exceed a given maximum level.

\[ K_m = K_{m-1} + J_m \quad \forall m \in \mathcal{M} \quad (4.25) \]
\[ K_m \leq \bar{k} \quad \forall m \in \mathcal{M} \quad (4.26) \]
Expression (4.27) is an auxiliary constraint to consider if an expansion has been made, and a fixed cost is incurred.

\[ J_m \leq \bar{k}D_m \quad \forall m \in \mathcal{M} \quad (4.27) \]

Process capacities are defined by Expressions (4.28)-(4.29); according to these, the amount fabricated for each technology cannot exceed their corresponding production capacity. Similarly, constraints (4.30)-(4.31) ensure that the quantity held in each inventory does not exceed the holding capacity of the respective stocking points.

\[ Y_m \leq \lambda \quad \forall m \in \mathcal{M} \quad (4.28) \]
\[ X_m \leq K_m \quad \forall m \in \mathcal{M} \quad (4.29) \]
\[ V_m \leq v \quad \forall m \in \mathcal{M} \quad (4.30) \]
\[ U_m \leq u \quad \forall m \in \mathcal{M} \quad (4.31) \]
\[ R_m \leq r \quad \forall m \in \mathcal{M} \quad (4.32) \]

Constraint (4.33) expresses upper limits on the amount of lost sales per period; lost sales cannot exceed demand during any period.

\[ L_m \leq \delta_m \quad \forall m \in \mathcal{M} \quad (4.33) \]
4.3.4.5 Non-negativity and integrity constraints

Finally, constraints (4.35) to (4.44) express the non-negativity and, if applicable, the integrity of the decision variables.

\[
F_{m,i} \in \mathbb{R}_+, \quad \forall m \in \mathcal{M}, \quad \forall i \in \mathcal{I} \quad (4.34)
\]

\[
V_m, Z_m, H_m, L_m, K_m \in \mathbb{R}_+ \quad \forall m \in \mathcal{M} \quad (4.35)
\]

\[
Y_m, \Lambda_m, \Delta_m \in \mathbb{R}_+ \quad \forall m \in \mathcal{M} \quad (4.36)
\]

\[
C_m, R_m, \Theta_m, \Omega_m \in \mathbb{R}_+ \quad \forall m \in \mathcal{M} \quad (4.37)
\]

\[
\bar{R}_m, \bar{U}_m, \bar{V}_m \in \mathbb{R}_+ \quad \forall m \in \mathcal{M} \quad (4.38)
\]

\[
Y_m, X_m \in \mathbb{R}_+ \quad \forall m \in \mathcal{M} \quad (4.39)
\]

\[
\alpha_m, J_m \in \mathbb{Z}_+ \quad \forall m \in \mathcal{M} \quad (4.40)
\]

\[
B_{m,n,m} \in \mathbb{Z}_+ \quad \forall m, m' \in \mathcal{M}, \quad \forall n \in \mathcal{N} \quad (4.41)
\]

\[
S_{m,n} \in \mathbb{Z}_+ \quad \forall m \in \mathcal{M}, \quad \forall n \in \mathcal{N} \quad (4.42)
\]

\[
D_m \in \{0, 1\} \quad \forall m \in \mathcal{M} \quad (4.43)
\]

\[
\Pi_i \in \{0, 1\} \quad \forall i \in \mathcal{I} \quad (4.44)
\]

4.3.4.6 Other performance indicators

Other performance indicators than profit, such as the total carbon footprint and the fill rate, are required to evaluate the performance of the system. Expression (4.45) gives the carbon footprint.

\[
A = \sum_{m \in \mathcal{M}} \Delta_m \quad (4.45)
\]
The fill rate ($\psi$) is determined as the proportion of total unfilled demand, given by Expression (4.46).

$$1 - \psi = \frac{1}{M} \sum_{m \in M} \frac{L_m}{\delta_m}$$  \hspace{1cm} (4.46)

### 4.4 Illustrative example

We carried out an extensive numerical analysis of several allowance prices and assistance factors. We applied our methodology to the pulp and paper industry. Although our study focuses on the paper sector, it can be applied to any other context as long as the context shares the same characteristics discussed in Section 4.3.

#### 4.4.1 Pulp and paper industry

The carbon footprint of the paper industry is significant. Paper production requires a substantial quantity of wood, involves high energy consumption, and generates numerous CO$_2$e emissions. The result is that paper mills are classified as falling under a high leakage industry. The largest paper mills in the world are based in the U.S., Japan, Finland, Sweden and Canada (Martel et al., 2005). Since under California’s cap-and-trade scheme, paper mills must compete with unregulated companies, they must study the integration of the emission-cap policy at a deeper level to remain competitive. In this context, the use of waste paper as raw material may help to enhance the achievement of carbon footprint targets.

The system under study is illustrated in Figure 4.5. Our analysis covers production costs and the carbon footprint at the mill level. We focus on integrated manufacturing plants that produce both pulp and paperboard. For instance, we do not take into account transport or elements where emissions are assumed to be negligible. These elements could be the subject of further studies. The production cost includes major expenses, such as raw material and production salaries. On the other hand, carbon emissions are considered from the energy consumed and
byproducts. As described in Section 4.3, there are two processes available: Manufacturing, which uses harvest forest as raw material, and remanufacturing, which transforms recovered paper into finished products. Recycled paper used in remanufacturing saves the need to harvest the forest, but at the same time, it involves special processes such as sorting, cleaning, and washing, which require additional energy. Moreover, we assume that facilities using virgin material are larger than recycling facilities, and scale economies are then possible. We thus considered that remanufacturing is greener but more expensive than manufacturing. Regarding environmental investments, a wide range of projects can be realized to reduce the total carbon footprint. These include by-product recovery/treatment, water reuse, equipment upgrade, fuel substitution, etc.

![Figure 4.5 Example of a supply chain under study: pulp and paper supply chain](image)

We focused on paper mills in the U.S. and Canada. We utilized data from the United States Environmental Protection Agency (USEPA) and companies’ records to characterize paper manufacturing costs and requirements. For carbon footprints, our study relied on official reports of the California ARB. The aim of this work is to provide a set of baseline insights for managers regarding environmental investments and replenishment decisions in the face of environmental constraints.
4.4.2 Proposed methodology

The proposed model was written in Pyhton and solved using Gurobi. The experiments were run on an Intel® Core™ i7 2.20 GHz PC. The average optimization time was 0.05 s, although we limited the time to 100 s.

Our primary interest is to determine the circumstances under which, strategic investments, and production-inventory planning aid to satisfy the new environmental constraints without significantly sacrificing total profit. Motivated by this, we studied two scenarios:

**Scenario 1- Baseline problem**

The first set of scenarios aims to establish the limitations of tactical planning. To this end, it assumes that investments and capacity expansions are impossible, and we can therefore only take advantage of the carbon market to maximize the long-term wealth of the firm.

**Scenario 2- Carbon abatement strategies**

The second set of scenarios investigates the profitability of making investments in capacity expansion and pollution abatement technologies.

We compared both scenarios and analyzed how decision-making changed and to what extent the optimal value was affected. Obviously, there are certain factors that interact in decision-making. The proposed approach is therefore used to a) determine the importance of investments, capacity sizing, and production and inventory policy in satisfying environmental constraints; b) characterize parameter interactions, and c) define how permuting the different parameter values affects decision-making. To determine the total profit of the system, we used Expression (4.1). Expression (4.45) would be used to determine the carbon footprint of the company. Meanwhile, the fill rate was evaluated through Expression (4.46).
4.4.3 Data sources

To characterize the cap-and-trade scheme, we used data reported by the California ARB on the cap-and-trade mechanism.

Compliance periods

We studied the compliance periods spanning the 2015-2033 period (19 years). We considered 2015, 2018, 2021, 2024, 2027, and 2030 as initial and closing periods. In 2015, the company had to surrender the emissions from 2013 and 2014. We considered that the company had already submitted 2015 requirements, and that for that year, there are no emissions to surrender. In 2018, the remaining 2015-2017 emissions would be submitted. By 2021, the remaining 2018-2020 emissions would be surrendered, etc.

Allowance prices

Based on the floor price of 2015 ($12.10 per allowance), we studied allowance prices in the [$20, $300] range over the whole planning horizon. We assumed an inflation rate of 2% and that there is a loss when allowances are sold.

Auction budgets and limits

We took into account only the allowance budget relative to California. Moreover, the number of allowances auctioned corresponds just to the current year’s budgets, and there are no allowances from prior years. We considered a 12MtCO₂ (millions of tCO₂) allowance budget reduction for undefined years.

Auction limits were set at 25% of the allowances offered at each auction. For advance-years auctions, we assumed 10% of the year’s available permits. Purchase limits are estimated as 15% of auctions offered during current years and 25% for advance auctions.
Annual allocations and compliance requirements

The industry assistance factor for paper manufacturing is 100% regardless of the compliance period. To extend our analysis, we studied assistance factors in the [40%, 100%] interval. Moreover, to represent the yearly decrease in free allocation, we used an adjustment factor of 2%. Furthermore, during regular years, at least 30% of the previous year’s emissions must be surrendered.

Other parameters

For paper mills, the benchmark CO₂ footprint is 1.31 allowances per ton produced. Final inventory and compliance requirements were set according to average values obtained from a preliminary study. The remaining parameters are summarized in Tables 4.1 and 4.2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Environmental parameters</strong></td>
<td></td>
</tr>
<tr>
<td>Allocation yearly decrease</td>
<td>2%</td>
</tr>
<tr>
<td>Manufacturing carbon footprint</td>
<td>4.00 tCO₂/ton</td>
</tr>
<tr>
<td>Minimal percent to surrender per year</td>
<td>30%</td>
</tr>
<tr>
<td><strong>Costs and capacities</strong></td>
<td></td>
</tr>
<tr>
<td>Profit (p)</td>
<td>$900/ton</td>
</tr>
<tr>
<td>Discount rate</td>
<td>2%</td>
</tr>
<tr>
<td>Manufacturing cost</td>
<td>$200/ton</td>
</tr>
<tr>
<td>Manufacturing capacity</td>
<td>590,000 tons</td>
</tr>
<tr>
<td>Virgin raw material cost</td>
<td>$300/ton</td>
</tr>
<tr>
<td>Virgin holding capacity</td>
<td>108,000</td>
</tr>
<tr>
<td>Holding cost for virgin material</td>
<td>$10/ton</td>
</tr>
<tr>
<td>Finished holding capacity</td>
<td>180,000 tons</td>
</tr>
<tr>
<td><strong>Demand</strong></td>
<td></td>
</tr>
<tr>
<td>Annual demand</td>
<td>[N (590,000, 20,000) \text{ tons/year}]</td>
</tr>
</tbody>
</table>

4.4.4 Results

In the following sections, we summarize our findings.
Table 4.2  Initial and final bounds

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial and final bounds</td>
<td></td>
<td>X₂</td>
<td>0 tons</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Y₂</td>
<td>590,000 tons</td>
</tr>
<tr>
<td>Initial inventory level</td>
<td>0 tons</td>
<td>Final inventory level</td>
<td>590,000 tons</td>
</tr>
<tr>
<td>(virgin and recovered material)</td>
<td></td>
<td>(virgin and recovered material)</td>
<td></td>
</tr>
<tr>
<td>Initial serviceable inventory level</td>
<td>0 tons</td>
<td>Final serviceable inventory level</td>
<td>5,700 tons</td>
</tr>
<tr>
<td>Initial holding level</td>
<td>0 allowances</td>
<td>Initial compliance level</td>
<td>0 allowances</td>
</tr>
<tr>
<td>Final holding level</td>
<td>1,000 allowances</td>
<td>Final compliance level</td>
<td>1,000 allowances</td>
</tr>
</tbody>
</table>

4.4.4.1 Profit, fill rate and carbon footprint

In the model presented in Section 4.3, we measured the carbon footprint of the firm in terms of the environmental impact of the production processes. Then, in scenario 1 emissions can only be reduced by losing sales.

In general, the results indicate that investments and capacity expansion programs strengthen the economic benefit while reducing the carbon footprint. In fact, investments and capacity expansion enable firms to lessen the number of allowances to purchase and to increase profits. Figure 4.6 illustrates profits for scenarios 1 and 2 under various parameter settings.

As an illustrative example, Figure 4.7 shows the difference per cost when the allowance price and the assistance factor are set at $30/allowance and 100%, respectively. With a fill rate of 99%, the profit is augmented on average by 5.78%, which amounts to $165,000,000 over the whole planning horizon, and $8,700,000 yearly. Production cost, raw material acquisition, and carbon trading account for the greatest difference in costs. It can be seen that when the carbon price reaches a certain value, the profit slope becomes positive. This situation occurs when it becomes more expensive to fill demand than to comply with environmental legislation. In that case, sales are lost, and allowances are auctioned. The latter means that the company is no longer profitable, and survives by selling allowances, which definitely does not make economic sense. Therefore, we did not consider scenarios involving this behavior, and such cases are presented only for illustrative purposes.
Figure 4.6  Total profit for different allowance price and assistance factor cases

Figure 4.7  Cost comparison, allowance price $30/allowance

Figure 4.8 shows the environmental impact for each scenario. Investment in carbon projects and capacity expansion strategies enable the shrinkage of carbon footprint levels. On average, when the allowance price and the assistance factors are respectively set at $30/allowance and
100% in scenario 2, GHG levels are cut down by 52% which amount to 23.333 MtCO₂ over the whole planning horizon, and to 1.228 MtCO₂ annually.

Since in scenario 1, it is only possible to cut emission by losing sales, as allowance prices increase and assistance factors decay, the difference between both scenarios is that much greater. The latter point can be proven by exploring the scenario where the allowance price and the assistance factor are respectively set at $200/allowance and 100%, illustrated by Figure 4.9. In this scenario, the difference in the carbon footprint is similar to the previous one ($30/allowance). The CO₂ reduction is 46.6%, which amounts to 18.468 MtCO₂ over the whole planning horizon. However, the difference in profit is highly significant in this case, and comes in at 253%. The fill rate is still 99%.

The effect of investments and capacity expansion can be further explored by analyzing the fill rate. Figure 4.10 illustrates the fill rate for the different scenarios and parameter settings. The
allowance price exceeds the marginal profit at prices higher than $150. Then, sales are lost, and the carbon footprint is reduced. In contrast, in scenario 2 lost sales appear for prices higher than $300.

From the analysis of the profit, carbon footprint, and fill rate, our results suggest a positive and a negative correlation between the assistance factor and the allowance price with the total profit, respectively. The higher the allowance price, the lower the profit. In scenario 1, when the allowance price is greater or equal to $150/allowance, it is no longer profitable to satisfy the total demand. The same circumstance arises in scenario 2 for allowance prices higher than $300. Likewise, it is clear the profit is sensitive to the free allowance allocation. Moreover, its effect is accentuated by high allowance prices. In particular, in scenario 1 the correlation of the assistance factor and profit is stronger because it is impossible to cut the carbon footprint. In contrast, in scenario 2, the importance of the assistance factor increases for allowance prices greater than $300.
4.4.4.2 Environmental investments and capacity expansion strategy

Investments and capacity expansion would be triggered by the relation between allowance prices and marginal revenue. Higher allowance prices encourage stronger investments. Environmental investments and capacity expansion are carried out as follow.

In our numerical example, capacity expansion cost is lower than allowance prices for values greater than $20. For this reason, the maximal remanufacturing capacity expansion is carried out with allowance prices higher than $20, regardless of the assistance factor. Similarly, investments are made only when their costs are lower than the allowance price. We can differentiate two zones (investments in net present value): 1) low investment level (average investments of $5,000,000 equivalent to 7,223 MtCO₂), and 2) high investments (average investments of $8,900,000 equivalent to 12,000 MtCO₂). Low investment levels are observed for allowances prices below $100/tCO₂.
In the last section, we showed that there is a price from which allowance prices cause the overall production cost to be higher than revenues, resulting in lost sales. For scenario 1, this arrives for prices higher than $150, and it is at this value that investments are intensified. Likewise, in scenario 2, we can also distinguish a critical point at $300. At this point, other cost-effective investments must be made. This is proof that a cap-and-trade scheme encourages constant environmental improvement, in order to avoid reaching the point where the cheapest option to mitigate emissions is to lose sales.

### 4.4.4.3 Production planning and inventory control strategy

In the scenarios under study, production capacities were set lower than demand. Then, in scenario 1, the manufacturing capacity was used to the maximum, and only decreased when sales were lost. On the other hand, in scenario 2 when remanufacturing is used (allowance prices higher than $20/allowance), it is used to its maximum capacity and reduced when sales are lost as well.

Regarding inventory control, there is evidence that the serviceable inventory is positively correlated with the fill rate and negatively correlated with allowance prices, as illustrated in Figure 4.11. The system tries to reduce the holding cost in order to absorb the costs resulting from allowance purchasing. We assume that this would also lead to higher production capacities.

### 4.4.4.4 Carbon management strategy

The impact of investments and the capacity expansion strategy can also be observed in the carbon management strategy.

Figure 4.12 shows the average allowance holding level per period. As can be seen, the allowance holding curve shows troughs and peaks. The allowance holding strategy is negatively correlated with the fill rate. A peak in the allowance holding level denotes a major decrease in the service level. Meanwhile, a slow decrease in the allowance holding level denotes a stable service level, with an increasing carbon price. The curve of scenario 1 appears softer, with
Figure 4.11  Average serviceable inventory level for scenarios 1 and 2 under different parameter settings

smoother troughs and peaks, than that of scenario 2. The fact that capacity and environmental investment bring more allowances to the system makes the curve of scenario 2 less soft.

Carbon sales and purchases support the behavior of the holding account and purchase. Figures 4.13 and 4.14 respectively illustrate the allowance sale and purchase. The sale of allowances is only considered when the fill rate is decreased. On the other hand, carbon purchase is stable and linked to the sections defined above, and decreases when higher investments are made.

Since we assumed an average purchase and selling price throughout the whole planning horizon, allowances are therefore always purchased during the current period, and never in advance.
Figure 4.12  Average emission holding level for scenarios 1 and 2 under different parameter settings

Figure 4.13  Carbon sale strategy for scenarios 1 and 2 under different parameter settings
4.4.5 Sensitivity analysis

In the case study presented above, we stated a positive and negative correlation of the assistance factor and allowance price. To further explore the effect of the assistance factor, we studied four additional scenarios with different environmental impacts by the manufacturing and remanufacturing processes.

Table 4.3 shows the correlation that the allowance price and the assistance factor have on the total profit for the different scenarios. The assistance factor has a stronger correlation when the environmental impact of manufacturing and remanufacturing is closer to the emission benchmark. As the industry carbon footprint gets closer to the emission benchmark, the fewer the allowances purchased.
Table 4.3  Correlation factors

<table>
<thead>
<tr>
<th>Scenario 2</th>
<th>Manufacturing (tCO₂/ton)</th>
<th>Remanufacturing (tCO₂/ton)</th>
<th>Spearman correlation (ρ)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Allowance price</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Assistance factor</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>4</td>
<td>1.9</td>
<td>-0.90</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>2.5</td>
<td>1.6</td>
<td>-0.85</td>
</tr>
<tr>
<td>Scenario 4</td>
<td>5.0</td>
<td>1.6</td>
<td>-0.84</td>
</tr>
<tr>
<td>Scenario 5</td>
<td>2.5</td>
<td>1.6</td>
<td>-0.92</td>
</tr>
<tr>
<td>Scenario 6</td>
<td>5.0</td>
<td>2.4</td>
<td>-0.90</td>
</tr>
</tbody>
</table>

4.5 Discussion

- Carbon abatement face limits when investments and capacity sizing are impossible. While tactical decisions have already been aligned with environmental strategies, emission reduction cannot be accomplished without compromising the economic performance of the system. Moreover, as a result of allowance price increases, the production cost would match or exceed revenues, and sales would be lost.

Our findings indicate that investments and capacity expansion strategies help counteract the effects of carbon pricing and allowance availability. This yields to an increase in earnings and a reduction in the carbon footprint of the firm.

- The cap-and-trade scheme encourages capacity expansion and investments in carbon reduction strategies. In our system, decisions are made based on a trade-off between the different options to curb emissions: strategic decisions (i.e.: capacity expansion and investments in low-carbon abatement technology) versus tactical decisions (i.e.: purchase of allowances). Our results suggest that investments must be made before or, at least, when the carbon price makes the production cost higher than sale prices.

This indicates that a cap-and-trade scheme immerses companies in an environment where constant green investments are mandatory. Otherwise, the production cost would exceed revenues and sales prices would have to be raised. Since more clients are willing to pay higher prices for greener products, but not the inverse, firms in this situation would face severe risks. This idea goes-in-hand with the latest climate programs supporting zero GHG emission companies.
Cap-and-trade systems present the company with some uncertainty regarding carbon prices and availability. As a result, one would probably think that final inventories would increase. However, to decrease overall expenses and absorb pollution costs, inventories would have to be depleted, and capacities increased. Moreover, to respond to the uncertainty of the carbon market, holding emissions would be crucial. Emission holding provides environmental stability to the system; increased stability enables the firm to make steadier decisions regarding the number of allowances to purchase and the amount of emissions to surrender.

- Decision-making changes when allowance prices, and assistance factors are permuted. It could generally be observed that allowance prices do affect decisions and, therefore, profits: When the allowance price rises, profits decrease. Specifically, if the allowance price exceeds a threshold price, greater environmental investments would be preferred. The size and the decision period at which investments and capacity extensions might be made vary from scenario to scenario.

There is evidence that the assistance factor has a significant impact on profit. Assistance factors foster an environmental stability that may result in lower allowance purchase and additional gains from carbon sales. We assume its influence intensifies along with the allowance price and the availability of allowances on the carbon market. Results of our further analysis of the impact of the environmental impact of manufacturing and remanufacturing support the idea that as the industry’s environmental impacts approaches benchmark values, the effect of the assistance factor strengthens.

Finally, as policy-makers seek to strengthen legislation to accelerate the transition, assistance factors represent the solution. Assistance factors must be set such as to bring the companies closer to their threshold price, thereby forcing them to make greener investments.

4.6 Conclusion

In this paper, we studied the interaction between strategic and tactical decisions under the cap-and-trade mechanism. We showed how carbon abatement strategies, capacity expansion,
and carbon management schemes are essential to curb carbon emissions without jeopardizing economic objectives.

We drew general conclusions concerning how investments and capacity sizing strategies influence profits. We analyze and provide insight on how serviceable and allowance inventory levels react to such strategies and support the objective of profit maximization. Clearly, the potential of investments and capacity expansion depends on several factors. In particular, our results provide evidence that pricey carbon allowances reduce profit while increasing investments. Meanwhile, higher assistance factors contribute to greater environmental stability, which is reflected in lower carbon purchases and greater profits.

Our study can be extended in future works. Allowance availability and its price are uncertain. Therefore, it seems worthy to integrate allowance availability and price uncertainty throughout the planning horizon in decision-making. Furthermore, given the significant environmental repercussions of transport, it also seems worthy to extended our analysis to study the effect of transport environmental impact on decision-making.
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GENERAL CONCLUSION

The main objective of this research was to enhance the understanding of the role of inventory control to achieve cost-effective and social and environmentally friendly supply chains. We found that there was a knowledge gap in understanding the role of inventory control to enhance the sustainable performance of firms. Moreover, we identified that little was known about how inventory policies have to be re-designed to cope with environmental constraints. Therefore, we studied the potential of inventory control to achieve sustainable development goals.

As previously mentioned, our research objectives can be grouped as:

- Define the scope of current inventory policies to achieve environmental performance.
- Identify critical factors in tactical planning in light of environmental constraints.
- Determine the opportunities of joint strategic and tactical planning for increasing the environmental performance of firms.

Our results suggest that inventory control can help to comply with sustainable objectives. In particular, the redesign of inventory policies: 1) provides the company with the flexibility to react to the additional uncertainties from the carbon market; 2) balances production capacity, demand and carbon credits; and 3) enables firms to take advantage of the carbon market to maximize their long-term wealth while minimizing environmental effects of production. In the sections that follow, we discuss in more detail our findings, implications, and future perspectives.
Findings

The scope of current inventory policies to achieve environmental performance

Our first research question sought to determine if present inventory policies can meet environmental constraints. We strove to identify, if existent, the benefits of restructuring inventory management.

Chapter 2 was intended to investigate this question. We addressed an infinite horizon problem with remanufacturing. The proposed Markovian decision process (MDP) model integrates a cap-and-trade scheme into the structure of the problem. We formulated the model as a minimization problem to study the increase in costs. We compared the cost-efficiency and environmental accomplishment of a system without environmental restrictions to a system subject to carbon abatement mechanisms. Furthermore, we provided insight into the structure of inventory and carbon management strategies and performed a numerical analysis on emission-cap and allowance prices.

Our outcomes demonstrate that if current inventory policies are kept, there is a clear increment in total costs. Inventory policies might help enable better environmental performance without a significant rise in cost. These opportunities intensify by increasing allowance prices and tighter emission-cap. Regarding the structure of the new policies; it is not as simple as that of a conventional scenario. Moreover, emission control becomes an additional opportunity to reach sustainability goals.

In summary, inventory policies must be re-designed 1) to cope with environmental legislation without making a major cost increase, and 2) to take advantage of the carbon market. Also, we noted that environmental parameters have a significant effect on decision-making, and it seems worthy of further exploration.
Critical factors in tactical planning in light of environmental constraints

In our second question, we focused on understanding the impact of environmental parameters and their effect on decision making. More specifically, we investigated the effect of permuting such parameters on inventory control.

Chapter 2 was an initial attempt to understand the impact of environmental parameters in inventory control. We refine our understanding of environmental policies in Chapter 3, and extend the model of Chapter 2 to a finite-horizon approach. We studied a stochastic inventory model for a product recovery system, and proposed a genetic algorithm, extending our results to larger instances. We compared two carbon abatement strategies (i.e. direct-cap and emission trading regulation), and offered insight into the benefits and pitfalls of both environmental policies.

Our results indicate that carbon prices and the emission-cap are key factors affecting inventory control. In particular, there are environmental severity levels that affect the net benefit obtained from the redesign of policies. From the comparison of environmental policies, the financial benefit of coping with environmental constraints depends on the regulation. Cap-and-trade scheme and direct-cap legislation might mitigate carbon emissions, but the cap-and-trade scheme enables the company to get benefits from the sale of allowances while a direct-cap would just fill the minimal emission abatement required.

In Chapter 3, we found that inventory control provides flexibility to the systems to balance production cost, demand, and carbon prices; however, when environmental policies are very restrictive, a parallel strategic decision, such as carbon abatement investments, must be made.

The role of the integration of hierarchical decision levels on firm’s environmental performance

Through Chapters 2 and 3, we provided a clear justification of why inventory control must be restructured to cope with environmental issues. Nevertheless, sustainability calls for a holistic view of supply chains, and so we did not restrict our research to the tactical level. In our last
research question, we focus on identifying the potential of inventory control on sustainability performance. To this end, we extend our past results to the strategic level.

In Chapter 4, we extended the results of Chapter 3 to the strategic level. We study a maximization problem where decisions simultaneously consist of carbon abatement investment, capacity sizing, inventory and production planning, and carbon management strategies. Finally, we performed a profit comparison to prove the economic and environmental benefits of integrating strategic and tactical decision levels.

Our results suggest that inventory control plays a key role in increasing the environmental performance of firms by providing a way to balance costs, environmental requirements, and production capabilities, although, there are limits to the scope of tactical planning on carbon mitigation. An integrated approach provides a solution to these treating situations characterized by pricey carbon credits, and/or tight emission-caps. In fact, a cap-and-trade scheme thrives on a situation where constant green investments are essential to survive. Then, joint strategic and tactical planning can lead to economic improvements by providing the system with the stability needed to make steadier decisions regarding the sale and purchase of carbon credits.

Managerial implications

In this work, we expanded knowledge regarding the ways that inventory control helps to increase sustainable performance of firms. In particular, we increased the understanding of the effect of environmental policies on decision-making. Several practical implications can be derived from our work, as detailed in the following sections.

Implications for decision-makers

Decision-makers need tools for integrating sustainability. This study stresses the benefits of inventory control on the quest of meeting sustainable development goals. Decision-makers can, therefore, use the results provided in this work to establish inventory control as a means for outperforming competitors. Inventory control is an advantageous complementary tool that
can help to control cost and mitigate the environmental effects of production. The set of guidelines provided may help businesses to identify the strength and speed necessary for efficiently incorporating environmental policies into their production activities. In addition, we identified crucial parameters that need to be taken into consideration while making decisions.

**Implications for policy-makers**

We offer a set of guidelines that may lead to a more appropriate legislation. From our results, it is clear that environmental policies help to reduce the carbon footprint of a company. In particular, we provide proof that environmental parameters interact. Additionally, parameter value and interaction have a key significance regarding the effect of environmental policies.

In this study, we give insight into carbon prices and emission-cap values that trigger carbon mitigation, while simultaneously not putting companies’ survival in peril. Finally, our results help define more appropriate levels of enforcement among and between the different sectors.

**Social implications**

In this work, we do not explore the integration of social aspects such as job stability versus flexible capacity. However, one of the implications of our findings is that we provide a means to manufacture greener products without significantly increasing costs. This might result first, in greener products offered at prices similar to those of conventional products and second in a reduced environmental impact on communities where firms are established.

**Limitations**

The results and conclusions of this work are not without their limitations.

Our use of simplified case studies inspired by covered sectors enabled us to better understand the integration of environmental activities; however, this limits the generalization of our results. Other factors such as quality of returned items must be integrated. In addition, we focused our
attention on understanding and characterizing the structure of the inventory policies. Therefore, since the size of safety stocks depends on the type of inventory policy we concentrated on gathering knowledge on the behavior of inventory policies and we did not investigate the impact on safety stock.

Another limitation of our work is that although sustainability calls for a holistic view of the system, knowledge of the impact of inventory control was not clear. We needed to fill those gaps before adding other sources of complexity. Hence, we did not integrate activities with a high carbon footprint such as transport.

Finally, uncertainties such as carbon availability on carbon management strategies are also excluded. The understanding of environmental regulation was still in its infancy, and this prevented us from including more advanced dynamics. Despite this, we believe our findings provide a step forward in knowledge around inventory control subject to environmental constraints.

Further research

Limitations and results from Chapters 2, 3 and 4 open the door to further research.

- Models presented in Chapters 2, 3 and 4 can be extended in multiple ways. In Chapters 2 and 3 we focused only on the characterization of inventory policies. Further research must be done to determine proper safety stock levels to mitigate the effect of uncertainty. In Chapters 2 and 3, we consider same quality for manufacturing and remanufacturing items. However, in multiple scenarios the quality of remanufacturing products is inferior to that of manufacturing items. The resulting model can further contribute to capturing the dynamics of other manufacturing environments. In Chapter 4, we assume allowance prices are fixed over all the planning horizon. Note that allowance prices are set by governments, and supply and demand. Uncertainties brought by allowance prices may impact carbon management strategies and in consequence, production planning and inventory strategies. Extending the proposed model to consider uncertainties of the carbon market may further improve the understanding of the
impact of environmental laws. Finally, another avenue of research would be to extend the proposed models to consider transport decisions. It is well known that transport is one of the main sources of emission generation. Integration of transport decisions into inventory control seems to be a logical step in the mission to achieve cost-effective and environmentally friendly supply chains.

- Even though environmental achievement makes social improvements, there is a need to understand the benefits of inventory control on other societal aspects, such as employee turnover and working hours. It has been proven that inventory control can help to increase flexibility and reduce uncertainties. Therefore, inventory control might help to balance business, environment and employee needs. For instance, a company can trust to redesign their inventory policies as a means to keep a permanent workforce and prevent stock-outs due to a fluctuating demand or production constraints. There is an ample opportunity for further studying how inventory control supports social goals.

- Legislation trends suggest that environmental policies would enforce stricter requirements regarding carbon prices and availability. Joined to the increasing pressure from clients, the repercussions of no satisfying environmental laws to the environmental reputation and finances of a firm would be too significant to disregard. Consequently, as this tendency continues to grow, other practices such as carbon management would become major players in the attempt to achieve sustainable supply chains. The characteristics of carbon management make it similar to an inventory problem where decisions regarding time and quantity to purchase and sell carbon credits need to be addressed. Because of their similarity to inventory control problems, carbon management strategies eventually might enable 1) the building of more flexible, sustainable supply chains capable of reacting to the uncertainty of supply and the volatility of carbon prices, and 2) the creation of more prosperous supply chains that would take advantages of the carbon market. A deeper understanding of carbon management strategies seems worthwhile.

- Despite our insight into the potential of inventory policies for improving the sustainable performance of a firm, forthcoming research should give more guidance to managers on the ways
to integrate the proposed policies. Inventory policies might be translated into enterprise re-
source planning (ERP) systems. Accordingly, studies on how new policies can be incorporated
into such tools must be conducted.

Conclusion

Sustainability calls for a holistic view of the supply chain. As there is no thorough understand-
ing of sustainability at all decision levels, i.e. tactical and operational, this task would have
several technical drawbacks. Therefore, the aim of this thesis was to increase the understand-
ing of the role of inventory control in achieving sustainable goals. We provided evidence of its
influence, benefits, and limitations on this task. It is a milestone in the understanding of how
firms can help to ensure the sustainability of their activities.

Our objective was to provide guidance not only for inventory control but also for overall
decision-making. We wanted to determine how decision-makers need to adjust their strate-
gies to meet and outperform economic, and environmental targets. To achieve this goal, we
used mathematical models. Because the structure of the supply chain and several parameters
of environmental laws are particular to each scenario, no single model could capture all neces-
sary aspects and dynamics. That is why through this research, we study different case studies
which were focused on analyzing and explaining various synergies. The complete set of our
studies provides a big picture of the role of inventory control on coping with environmental
constraints. Overall, we can see that environmental constraints and their parameters have an
impact of inventory policies. Inventory decision change when among its objectives is to achieve
carbon abatement.

Our results also confirm that redesigning decision-making into the environmental path is not an
easy task and according to the global trends, it will not become easier. So far, several environ-
mental laws are not mandatory, but there is a strong likelihood that they would become. Thus,
companies need to rethink their decisions promptly. Our research presents valuable insights
considered along with aspects such as political and societal issues can assist the decision-maker to make the best possible choice.
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