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CARBON-PROFIT-AWARE JOB SCHEDULING AND LOAD BALANCING IN
GEOGRAPHICALLY DISTRIBUTED CLOUD FOR HPC AND WEB
APPLICATIONS

Fereydoun FARRAHI MOGHADDAM

ABSTRACT

This thesis introduces two carbon-profit-aware control mechanisms that can be used to improve
performance of job scheduling and load balancing in an interconnected system of geographi-
cally distributed data centers for HPC! and web applications. These control mechanisms con-
sist of three primary components that perform: 1) measurement and modeling, 2) job planning,
and 3) plan execution. The measurement and modeling component provide information on
energy consumption and carbon footprint as well as utilization, weather, and pricing informa-
tion. The job planning component uses this information to suggest the best arrangement of
applications as a possible configuration to the plan execution component to perform it on the
system.

For reporting and decision making purposes, some metrics need to be modeled based on di-
rectly measured inputs. There are two challenges in accurately modeling of these necessary
metrics: 1) feature selection and 2) curve fitting (regression). First, to improve the accuracy of
power consumption models of the underutilized servers, advanced fitting methodologies were
used on the selected server features. The resulting model is then evaluated on real servers and
is used as part of load balancing mechanism for web applications. We also provide an inclusive
model for cooling system in data centers to optimize the power consumption of cooling system,
which in turn is used by the planning component. Furthermore, we introduce another model to
calculate the profit of the system based on the price of electricity, carbon tax, operational costs,
sales tax, and corporation taxes. This model is used for optimized scheduling of HPC jobs.

For position allocation of web applications, a new heuristic algorithm is introduced for load
balancing of virtual machines in a geographically distributed system in order to improve its
carbon awareness. This new heuristic algorithm is based on genetic algorithm and is specifi-
cally tailored for optimization problems of interconnected system of distributed data centers.
A simple version of this heuristic algorithm has been implemented in the GSN project,” as a
carbon-aware controller.

Similarly, for scheduling of HPC jobs on servers, two new metrics are introduced: 1) profit-
per-core-hour-GHz and 2) virtual carbon tax. In the HPC job scheduler, these new metrics
are used to maximize profit and minimize the carbon footprint of the system, respectively.
Once the application execution plan is determined, plan execution component will attempt to
implement it on the system. Plan execution component immediately uses the hypervisors on

IRefer to Appendix 1.1 for more details.
ZRefer to Appendix III for more details.



physical servers to create, remove, and migrate virtual machines. It also executes and controls
the HPC jobs or web applications on the virtual machines.

For validating systems designed using the proposed modeling and planning components, a sim-
ulation platform using real system data was developed, and new methodologies were compared
with the state-of-the-art methods considering various scenarios. The experimental results show
improvement in power modeling of servers, significant carbon reduction in load balancing of
web applications, and significant profit-carbon improvement in HPC job scheduling.

Keywords: Carbon-Profit-Aware, HPC, Job Scheduling, Web Application, Load Balancing,
Geographically Distributed Data Centers, Geographically Distributed Cloud,
Carbon Tax, Virtual Carbon Tax, Multi-Level Grouping Genetic Algorithm,
Server Power Metering, Cooling System Power Modeling, Profit-per-Core-
Hour-GHz



ORDONNANCEMENT DE TACHES INFORMATIQUES ET REPARTITION DE
CHARGE EN FONCTION DES PROFITS ET DES EMISSIONS DE CARBONE
DANS DES NUAGES REPARTIS GEOGRAPHIQUEMENT POUR LES
APPLICATIONS HPC ET WEB

Fereydoun FARRAHI MOGHADDAM

RESUME

Cette theése présente deux mécanismes de controle en fonction des profits et des émissions
de carbone, pour améliorer les performances d’ordonnancement de taches et de répartition
de charge, dans un systeme interconnecté de centres de données réparti géographiquement
pour les applications HPC? et web. Ces mécanismes de controle sont constitués de trois
composants primaires qui effectuent: 1) la mesure et la modélisation, 2) la planification de
taches, et 3) I’exécution du plan. La partie de mesure et modélisation fournissent des informa-
tions sur la consommation d’énergie et I’empreinte carbone ainsi que I’information concernant
I’utilisation, colt, et de donnée météorologique. La partie de planification de taches utilise ces
informations pour proposer la meilleure disposition des applications a la partie d’exécution du
plan, afin de I’exécuter sur le systeme.

Pour des fins de rapports et décision, certaines métriques doivent étre modélisées en fonc-
tion de données mesurées directement. Il existe deux défis a la modélisation fidele de ces
métriques essentielles: 1) la sélection de caractéristiques et 2) 1’ajustement des courbes (ré-
gression). Tout d’abord, afin d’améliorer la précision des modeles de consommation d’énergie
des serveurs sous-utilisés, les méthodes d’ajustement des courbes avancées ont été utilisées sur
les caractéristiques sélectionnées de serveur. Le modele qui en résulte est ensuite évalué sur
des serveurs réels et est utilisé par le mécanisme de répartition de charge pour les applications
web. Nous fournissons également un modele inclusif pour le systeme de refroidissement des
centres de données afin d’optimiser sa consommation d’énergie, qui a son tour est utilisé par la
partie de planification de taches. De plus, nous introduisons un autre modele pour calculer le
bénéfice du systeme, basé sur le prix de I’électricité, taxe carbone, les colits opérationnels, la
taxe de vente et I'impot des sociétés. Ce modele est utilisé pour la planification optimisée des
taches HPC.

Pour I’allocation de position d’applications web, un nouvel algorithme heuristique est introduit
pour la répartition de charge des machines virtuelles dans un systeme réparti géographiquement
afin de diminuer I’empreinte carbone. Ce nouvel algorithme heuristique est basée sur un algo-
rithme génétique spécialement congu pour les problemes d’optimisation de systéme intercon-
necté de centres de données répartie géographiquement. Une version simple de cet algorithme
heuristique est mis en ceuvre dans le projet GreenStar,* en tant que contrdleur de carbone.

3Voir I’annexe 1.1 pour plus de détails.
4Voir 1’annexe III pour plus de détails.



XII

De méme, pour I’ordonnancement des taches HPC sur les serveurs, deux nouvelles métriques
sont introduites: 1) Bénéfice-par-ceeur-heure-GHz et 2) la taxe carbone virtuel. Dans 1’ordonnanceur
de tiches HPC, ces nouvelles métriques sont utilisées pour maximiser les profits et minimiser
I’empreinte carbone du systeme. Une fois le plan d’exécution d’application est déterminé, la
partie d’exécution du plan va tenter de mettre en ceuvre le systeme. La partie d’exécution du
plan utilise directement les hyperviseurs sur des serveurs physiques pour créer, supprimer, et
migrer les machines virtuelles. Il exécute et controle également les tiches HPC ou des applica-
tions web sur les machines virtuelles. Pour valider le systéme congu, utilisant la modélisation
proposée et la planification de taches, une plateforme de simulation utilisant les données du
systeme réel a été développée, et nos méthodes originales ont été comparées avec les méthodes
de la littérature, sous plusieurs scénarios différents. Les résultats expérimentaux montrent une
amélioration dans la modélisation de la puissance des serveurs, une réduction importante de
carbone lors de la répartition de charge des applications Web, et I’amélioration significative de
profits et de carbone de I’ordonnancement de taches HPC.

Mot-clés :  Dépendance aux profits et émissions de carbone, HPC, Ordonnancement de
taches, Application web, répartition de charge, Centres de données répartie géo-
graphiquement, Nuage répartie géographiquement, Taxe carbone, Taxe carbone
virtuelle, Algorithme génétique par regroupement multi-niveau, Modélisation de
la puissance de serveurs, Modélisation de la puissance de systeme de refroidisse-
ment, Bénéfice-par-cceur-heure-GHz
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INTRODUCTION

This research mainly deals with environmental impacts of geographically distributed data cen-
ters. In the rest of this chapter the context of known problems regarding this topic are firstly
presented. Next, in order to address those problems or improve their currently available solu-

tions, the objectives of this research are defined. Last, the outline of the research is presented.

0.1 Context

With the introduction of semiconductor, transistor, and integrated circuit technologies in mid-
twentieth century, a new phase of achievements has started in the history of humankind, which
rapidly improved his quality and style of life. Laptops, Internet, and smart phones are good
examples of such improvements. All these new technologies put us in the middle of a new age
of information and communications technology (ICT), which is changing the whole dynamic
of social life, economy, and even politics. Accessing data is becoming a daily need for people
as well as many sectors of industry. The new ICT technologies are usually based on data
transfer and information processing, which highly depend on data centers. With more need for
new ICT technologies, more data centers are required, which consequently causes more energy

consumption in this sector.

However, this is not the whole story. There are known negative impacts and wastes related to
any of these new technologies and any kind of energy production such as greenhouse gases
(GhG) emissions. These negative impacts and wastes are destroying our ecosystem with the
same speed as new technologies are improving our style and quality of life. Earth surface per
capita is only 0.07 Km? right now, and it is decreasing. There is no far and safe place in the
earth to release the wastes without negative impacts on our life. The relevant question here is

that how long the oceans, the atmosphere and the land can sustain these adverse impacts.

Global warming and its impacts on our life are among the twenty-first century’s biggest chal-
lenges for human societies. Greenhouse gases (GhG), especially carbon emissions, are the

main man-made contributors to the global warming, an issue that is becoming a major concern



for many governments and NGOs. Although CO, emission is the main concern to be addressed
in this research, but it is only one of the items in the long list of environment impacts of manu-
facturing and energy consumption of I'T equipment. Considering possible correlation between
CO, emissions and some of the other environmental impacts (Laurent et al., 2012), by decreas-
ing the CO, emissions, this research could indirectly contribute to a more environment-friendly
solution with less overall environment impacts. For a detailed measure of impacts, a full Life

Cycle Assessment (LCA) analysis is needed to be done which is out of scope of this research.

There is a trade-off between profit and environmental impacts. In the lack of proper environ-
mental regulations, the current final cost of a product is not showing its real cost, therefore
profit-profit-profit objective of many corporations does not consider the environmental impacts
thoroughly. ICT sector is only one of contributors of CO, emissions, but this sector is grow-
ing fast. The contribution of the ICT sector currently represents no more than 2% of global
GhG emissions (GeSI, 2008; McKinsey, 2007). However, considering the ICT enabling ef-
fect (GeSI, 2008), which pushes to increase the use of ICT and smart solutions to reduce the
emissions of other sectors, the current rapid growth of ICT is expected to accelerate in the
coming decades. This means that this sector will face an enormous challenge to reduce its
own GhG emissions, which are a direct consequence of its higher energy consumption. Other
contributing parameters are population growth, increase in percentage of the population who
have access to ICT solutions, and shift of needs towards ICT solutions such as using Facebook
which was not a daily need a decade ago. To address this issue, some states have already placed
some regulations for carbon footprint, but many states do not have any regulations. A clear and
accurate provisioning of carbon footprint in different granularities will help governments and
also public to see and understand the scale of impact, and define the responsibility share of
service providers and consumers in this important topic. Then, practical, fair and efficient

regulation can be put in place.

Considering all above mentioned concerns, it is important for the ICT sector to improve its
solutions to be more environment-friendly. It is not always easy to create environment-friendly

solutions because of the trade off between higher performance and, for example, lower energy



consumption. Therefore, it is necessary that accurate and smart solutions be implemented in
the major applications of ICT sector, especially in the hot spots of their power consumption, i.e.
data centers. However, regarding this topic, not all type of ICT applications can be approached
in a similar way because of their different characteristics and requirements. For example, web
applications such as web services are usually run for a long time and the CPU demand of this
type of application is variable. On the other hand, High Performance Computing (HPC) type
of jobs are highly CPU demanding and the life time of these type of applications are short.
Web applications may need high speed network connections, but this is not the case in most
HPC jobs. This is the reason that in this research the focus for HPC jobs is on the initial
scheduling, because it is unlikely that the HPC jobs, which have short life time, are moved
to another location after initial placement. In contrast, the focus for web applications are on
load balancing. There are other type of ICT applications such as telecommunication class
of applications in which constraints are on the quality of service of calls, such as maximum
acceptable response time to a call request. This class is out of scope of this research. Based
on these characteristics and requirements, the solution need to be specifically designed and

adapted to fulfill the main objectives of the system.

0.2 Problem Statement

As it was indicated in the above discussion, CO, emission is one of the main concerns of
humankind in this century. There are many solutions which already proposed to address this
issue in the ICT sector. Here, performance and coverage of these solutions with respect to their

objectives and also type of applications will be discussed.

For an ICT service provider, the common practice for energy efficiency is to move their services
from physical servers to virtual servers (virtual machines) as a server consolidation strategy.
In theory, the services can be run on completely isolated containers with only a small increase
in overhead processing caused by the hypervisors. There are security and reliability concerns
related to this strategy which need to be thoroughly addressed, but is out of scope of this
research. By server consolidation, a smaller number of servers with higher computing capa-

bilities replace a larger number of underutilized servers. The direct result of this strategy is a



reduction in power consumption, which might lead to less GhG emissions. Even though energy
efficiency is usually associated with less cost and less carbon footprint, but loss of profit, en-
ergy consumption, and carbon footprint are not necessary correlated in all the time. Therefore,

less energy consumption is not always the best possible case for the businesses.

There may be different reasons for businesses to have several data centers in geographically
distributed regions such as best pricing, resource management, hypervisor benefits, geograph-
ical advantages, redundancy, and security (Hwang et al., 2013). These distributed data centers
can be used to execute different type of tasks and services. Comparing two data centers, first,
from a profit prospect, if the energy price in one data center is much less than the other one,
it maybe more profitable to run services on the first data center than the other data center with
higher energy price even if the power consumption in the first data center is a little bit more.
Second, from a carbon footprint point of view, it makes sense to run the services on a data cen-
ter with lower carbon emission rate than other data centers with higher carbon emission rates,
even if the power consumption is higher in this data center compare to the other ones. To be
able to answer accurately to this question that which data center is more suitable for running
the services, one must consider all the parameter of the system such as type of service, price of

energy, energy mix, profit, environment temperature, and cooling system.

There are three major phases in these kind of scenarios: data collection and modeling, plan-
ning, and execution. Modeling is an important part in the whole system because of three points:
1) measurement devices are not necessary cheap investment, and besides that they need instal-
lation and continuous maintenance, 2) some components of the system are not reachable for
direct measurements such as memory power consumption or CPU power consumption, and 3)
It is not possible to measure a component’s future state. The modeling can have an estimated
answer for all of these situations. Next phase is the planning, which is responsible for deciding
for jobs and services execution time and place. Finally, a component is needed in the system

to execute the generated plan.

To have a better result in the system, more accurate and complete models should be developed

and used for the almost all the important components and sub components of the system. There



are a few state-of-the-art models for energy metering of a physical server, but they can be

improved for more accuracy.

Cooling play a big role in the power consumption of a data center. Therefore, having an accu-
rate model for its power consumption is essential. Because of the high number of components
in a complete cooling system, the complexity of its models are very high, as well. Therefore,
there are not many researches in the literature to consider all the parameters of a complete
cooling system. Another parameter, which is important for businesses active in this area, is
the modeling of the possible profit. Because there are many parameters which they affect the
profit of such system, up to our best knowledge, there is no research done which is considering
most of these parameters such as energy price, carbon tax, and sales and corporation tax. It is
worth noting that, in some states and provinces, instead of the carbon tax, carbon credit is used
in a carbon credit exchange market or emission trading system in order to control the carbon

footprint of businesses. Carbon credit is out of scope of this research.

Having proper models to measure and estimate different metrics of the systems, different sce-
narios of network of interconnected geographically distributed data centers can be optimized
based on the goals of the system. Goals of the system can be profit, energy efficiency, carbon
footprint reduction, quality of service, or a combination of any of these goals. However, as it
was mentioned in the context discussion, the solutions vary from one type to another type of
applications. In this research we will discuss two main type of applications: HPC jobs and web

applications.

For HPC jobs, one scenario is to have several data centers in different regions, and use a
scheduler to choose the best data center for coming jobs to ensure the maximum profit. The
simplest schedulers for this type of solution are greedy ones (for example Min-Min completion
time (Braun et al., 2001)). Figure 0.1 illustrate a sample job schedule for a few HPC jobs with

different length (expected time to finish) and height (number of needed CPU cores).

There are some strategies for energy efficiency and carbon footprint reduction such as server

consolidation and Dynamic Voltage and Frequency Scaling (DVFES) (Zhang et al., 2010).
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Figure 0.1 Sample schedule of HPC jobs

Server consolidation solution seeks for scheduling and moving the jobs and pack them on
fewer servers. Therefore, other servers could be turned off or put in standby mode for energy
efficiency and subsequently for carbon emission reduction. DVFS mainly seek for reducing
the frequency of CPUs in the gaps between scheduled jobs or bringing the CPU frequencies to
a pre-calculated optimum frequency for minimum energy consumption, and selecting the host

servers based on their carbon emissions or profit (Garg et al., 2011).

Nevertheless none of the above strategies can individually guarantee a very good performance
under different circumstances of the system. Each strategy may have advantages in some
circumstances. For example, if the job trace load is not 100%, server consolidation can be
a solution. Yet, it is not logical to invest in an under-used system, unless this under utilization
is based on accurate calculations and based on trade-off between performance of the system
and its energy consumption. Also, when the strategy is to reduce the frequency for energy
efficiency, if the CPU frequency is preoptimized and the load of the system is 100%, then the

number of executed jobs will be less than when the frequency is maximum, therefore again the



system is underutilized and the performance of the system is compromised. In carbon-aware
systems, the strategy of selective servers is useless when the load of the system is 100%. No
matter which server is picked first, there are other jobs, which need to be placed on the other

remaining servers.

For web applications, one scenario is having different data centers powered by different power
mix. The data centers host some web applications and web applications are able to migrate be-
tween these data centers to achieve carbon footprint reduction or energy efficiency. Traditional
server consolidation cannot be used on this type of systems because it simply does not consider
the different energy profiles in each data center. Many state-of-the-art work are only for local

data centers, and there is no heuristic method designed for distributed systems.

In order to test the new algorithms and schedulers, real systems would be required, but it is
often too costly and unavailable. Therefore, the existence of a good simulation environment
is vital for validating such system. The problem with simulation platform is that, for each
newly proposed algorithm, there are new metrics and measures which may not already exist
in previously used simulation platforms. For this reason, those metrics and algorithms need to
be added to the existing simulation platform. Occasionally, a new simulation environment that
is built from scratch makes more sense than modifying an existing simulator if the number of
metrics is high. The other problem with the current simulation environments is their inability
to loop through any given number of parameters within a range for comparison purposes. It
is often necessary to execute multiple scenarios with different values of given parameters.
Furthermore, each execution needs to be repeated until a proper result is obtained. In some
cases, it is extremely time-consuming to execute these simulations one by one and execute

them individually several times.

0.3 Objectives

The main objectives of this research are defined as follows:



e Obj #1: Designing a network of data centers system for HPC jobs and web applications

with profit and environmental impact awareness.

As mentioned in the problem statement (Section 0.2), there are a number of strategies
which are adopted for job scheduling in a network of data centers environment such as
performance-aware, energy-aware, profit-aware, and QoS-aware type of strategies. Each
of them has its own metrics to measure and algorithms to schedule the jobs in the best
position based on the defined objectives, separately. A performance-aware algorithm
may maximize the amount of executed workload, but while the complexity of the system
increases, there is no guarantee that doing so maximize the profit of the system. There is
a similar argument about other strategies. In this research, one of main objectives is to
consider most of these objectives together and create a comprehensive algorithm to find
the best solution with the best results in terms of maximizing total profit and minimizing

total environmental impacts with a clear control on their trade-off.

e Obj #2: Improving cooling system and server modeling.

Modeling of servers is especially important when there is no measurement device present.
In practice, not all the devices are connected to a measuring PDU. Even if they are, the
modeling is still important for predicting the energy consumption of future situations or
subsystems. For services, there is no measurement device and therefore predicting mod-
els are unavoidable. These models should also be accurate because of possible usage in
financial calculation. Finally, they are necessary for simulation purposes when the sys-
tem does not exist yet. It is also very important to see if the new models work correctly

on real systems in small size.

e Obj #3: Designing a new scheduler to maximize profit and minimize the environmental

impacts of an Network of Data Centers (NDC) simultaneously.

As mentioned in the previous objectives, in the new design, all of the parameters are
important and needed to be considered in the scheduler in order to have an efficient and
realistic scheduler. In order to do so, these guidelines are adopted: 1) Calculation of the

amount of profit based on the best available information instead of assumption of corre-



lation between performance and profit, ii) Consideration of the current existing carbon
regulations for carbon footprint reduction and introduction of new tools for intensifying
the carbon emission reduction in absent of sufficient regulations. As mentioned earlier,
not all states have a carbon policy to force businesses to reduce their carbon footprints.
Therefore, in this research, one of objectives is to introduce an entity that acts as an inter-
mediate factor to force the schedulers to consider more carbon reduction without major

changes in the structure and objectives of the scheduler.

e Obj #4: Introduction of new heuristic algorithms for load balancing and consolidation.

Distributed structures can give good benefits by adding diversity and choice to the sys-
tem. Therefore, NDCs have new potential capabilities for achieving objectives of the
system, but the complexity and topology of the systems can be also highly variable. In
this research, one of objectives is to present a new heuristic algorithm tailored specially

for NDCs consolidation problem.

e Obj #5: Developing a Simulation Platform.

It is important to have simulation platform where energy, carbon, cost, and QoS can be
integrated all together. Each structure may have different outcome under different cir-
cumstances. Therefore, it is important to test the new structures under various conditions

such as diverse type of energy sources, workload, and system size.

0.4 Thesis Outline

The rest of the thesis is organized in 7 chapters. First, a complete literature review on state-of-
the-art researches is provided in the Chapter 1. In Chapter 2, a general view of current network
of data centers and a newly proposed system are presented. New models are introduced in
Chapter 3 for energy metering of servers and cooling systems. In addition, a new model is
also introduced for calculation of profit of a data center. Then, in the next chapter (Chapter 4),
the main idea and mechanisms of the proposed scheduler are presented. In Chapter 5, a new
genetic algorithm is introduced for load balancing and data center consolidation. Next, the

experimental results and validations are reported in the Chapter 6. In this chapter, the essence
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of the simulation platforms used in this research is also described. Last, a general conclusion

is presented which will summarized the achievements of this research. The focus of research

in this thesis is presented in Figure 0.2.

Simulation Platform (Chapter &, Ohj#5)

Geo-DisC System Design (Chapter 2, Ohj#1)
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Virtual Carbon Tax
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Figure 0.2 Research focus areas of this thesis



CHAPTER 1

LITERATURE REVIEW

As mentioned in the introduction, for different type of applications such as HPC and web, there
are open research problems in data center measurement, modeling and optimization. In order
to design a more efficient system to address these issues or improve their current solutions,

existing state-of-the-art systems, methods, and models need to be discussed thoroughly.

In this chapter, first, currently implemented geographically-distributed-cloud structures and
several type of job scheduler are presented in the Section 1.1. Next, server consolidation and
load balancing solutions are presented in Section 1.2. Then, discussions on energy modeling
are provided in Sections 1.3 and 1.4, and finally simulation platforms associated with network

of data centers are discussed in Section 1.5.

1.1 Network of Distributed Data Centers with Cloud Capabilities

Network of distributed data centers (NDC) with cloud capabilities refers to several data centers
which are positioned in geographically diverse locations and support compatible virtualization
technologies. These data centers are well connected, and live VM migration is possible among
them. Generally, a global scheduler is responsible to dispatch and manage the applications on
these data centers. The type of this scheduler usually defines the type of the NDC. Therefore,
the operation of an NDC can be imagined as a job scheduling problem. However, scheduling of
jobs on computing resources cannot be always expressed as a single and unique problem state-
ment. This is mainly because of high level of diversity in the possible compute configurations
and also types, structures, and goals of computing jobs. That means that there is a spectrum
of concepts that we may encounter when analyzing a specific configuration. In (Xhafa and
Abraham, 2010), some of those concepts are described and discussed, and we just list them
to show some of complexity of subject matter: heterogeneity of resource, heterogeneity of
jobs, local schedulers, meta-scheduler, batch mode scheduling, resource-oriented schedulers,

application-oriented schedulers, heuristic and metaheuristic methods for scheduling, local poli-
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cies for resource sharing, job-resource requirements, and security. In particular, schedulers can
be divided in three main categories: i) Local/Host Schedulers: The scheduler has the complete
picture of its resources (free time slots, etc). In the case of super scheduler, see below, local
schedulers also exist but they only follow the reserved slots determined by the super scheduler,
ii) Meta Schedulers (Brokers): A meta scheduler distributes incoming jobs among a few local
schedulers. Therefore, meta scheduler does not determine of the actual time slot assigned to
a job. Instead, it uses the statistics of free resources reported by local schedulers to distribute
the jobs, and iii) Super Schedulers: A super scheduler merges both local and meta scheduling
strategies. Local schedulers first report actual free time slots to the super scheduler, and it
then assigns jobs to them. This is the most efficient scheduler. However, it requires constant
communication between schedulers, and solving the assignment problem could be very time
consuming and ineffective especially in the case of high number of resources. In the following
sections, several actual schedulers with goal functions toward performance, energy, carbon,

profit, and QoS targets are presented.

1.1.1 Performance-Aware Scheduler

Scheduling of jobs on a distributed computing system, such as a network of data centers, is an
old and well studied problem. For example, in Braun et al. (2001), several heuristic scheduling
algorithms based on the makespan matrix, such as Opportunistic Load Balancing (OLB) and
Minimum Completion Time (MCT), were introduced. It is worth noting that these algorithms
consider assignment of jobs to machines, not to the processors. Therefore, their approach
should be considered as a global scheduler. A global scheduler is not necessarily always a
distributed scheduler. For example, a scheduler that works within a data center can work in
a global manner, while it obviously is not a distributed scheduler. They also considered GA
as one of their schedulers. For simulations, Expected Time to Compute (ETC) matrix were
used. Also, proper synthesizd ETC matrices were used in order to simulate a heterogeneous

computing environment.

Another milestone in the scheduling of computing resources is Freund et al. (1998), which

introduced MaxMin and MinMin heuristic schedulers. Similar to Braun et al. (2001), only
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performance in terms of completion time was considered, and there was no account for the
energy consumption or carbon footprint of the operations. They performed their calculations

using a simulated environment, called SmartNet.

In Maheswaran et al. (1999), the k-Percent Best (KBP) and Switching Algorithm (SA) sched-
ulers were introduced along with the Minimum Execution Time (MET), Minimum Completion
Time (MCT), Suffrage, and Opportunistic Load Balancing (OLB) heuristic schedulers. The k-
percent best (KPB) scheduler considers only a subset of machines while mapping a job. The
subset is formed by picking the (k/100)m best machines based on their execution time of that
job, where 100/m < k < 100 and m is the number of machines. The job is assigned to a
machine that provides the earliest completion time in the subset. The main idea behind KBP is
not to map a job on the best machine, but it is to avoid mapping a job on a machine that could
be a better choice for a yet-to-arrive job. If £ = 100, then the KPB heuristic is actually reduced
to the MCT heuristic. For the case & = 100/m, the KPB heuristic is equivalent to the MET

heuristic.

The SA scheduler uses the MCT and MET schedulers in a cyclic fashion depending on the
load distribution across the machines. In this way, the SA tries to make benefit of the desirable
properties of both MCT and MET. The MET heuristic can potentially create load imbalance
across machines by assigning many more jobs to some machines than to others, whereas the
MCT heuristic tries to balance the load by assigning jobs for earliest completion time. If the
jobs are arriving in a random mix, it is possible to use the MET at the expense of load balance

until it reaches a given threshold, and then use the MCT to smooth the load across the machines.

In Kim et al. (2003), in addition to MaxMin and MaxMax algorithms, the Percent Best sched-
uler was considered. The Percent best scheduler, which is a variation of the aforementioned
k-Percent Best scheduler (KBP) (Maheswaran et al., 1999), tries to map jobs onto the machine
with the minimum execution time while considering the completion times on the machines.
The idea behind this scheduler is to pick the top m machines with the best execution time for a
job, so that the job can be mapped onto one of its best execution time machines. However, lim-

iting the number of machines to which a job can be mapped, may cause the system to become
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unbalanced. Therefore, the completion times are also considered in selecting the machine to
map the job. The scheduler clusters the jobs based on their priority. Then, starting from the
high priority group, for every job in this group, it finds the top m(=3) machines that give the
best execution time for that job. Then, For each job, it finds the minimum completion time
machine from the intersection of the m-machine list and the machines that are idle. For jobs
with no tie, the mapping is performed immediately. For those jobs that are in a tie with some
other jobs, that job that has earliest primary deadline is mapped first. The process is continued
until all jobs in the high priority group are mapped. Then, the same procedure is applied to
the jobs of other lower priority groups. They considered an increase in m when the priority of
group decreases. In addition to the Percent Best scheduler, they introduced the Queuing Table,
the Relative Cost, the Slack Suffrage, the Switching Algorithm, and the Tight Upper Bound
(TUB) schedulers. The Queuing Table scheduler, which considers urgency in its mapping pro-
cess, uses the Relative Speed of Execution (RSE), which is the ratio of the average execution
time of a job across all machines to the overall average job execution time for all tasks across
all machines, and a threshold to divide jobs into two categories of fast and slow. Using this
categorization, and also estimating the nearness of the jobs deadline, the scheduler first maps
those jobs that are in higher “urgency”. The Slack Suffrage scheduler, which is a variation of
the Suffrage scheduler Maheswaran et al. (1999), uses a positive measure of percentage slack
of all jobs on all machines with various deadline percentages, and then maps those jobs with
tighter deadline (higher deadline factor that was estimated for that job when enforcing posi-
tivity of the percentage slack measure). Please note that the Relative Cost scheduler does not
have any direct relation with profit, and in fact the cost was defined based on the completion
time. Cases of high and low heterogeneity and also tight and loose deadlines were also con-
sidered. It was observed that the Max-Max works the best in the high heterogeneity and loose
deadlines cases, while the Slack Suffrage heuristic was the best in the low heterogeneity and
loose deadlines cases. In those cases with tight deadlines, all schedulers showed low perfor-
mance. Relatively, in the highly heterogeneous and tight deadlines cases, Max-Max and Slack
Suffrage were better, while Queueing Table performed better in the low heterogeneity and tight

deadlines cases.
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1.1.2 Energy-Aware Scheduler

Global move toward ICT enabling effect, which pushes ICT to replace or dematerialize other
sectors within upcoming decades, targets reducing human footprint and their impact on the
environment (Liu ef al., 2011). At the same time, concepts, such as smart city and other smart
initiatives, try to use artificial intelligence in order to reduce the cost and time of services while
improving the quality of experience (QoE) of the users (Wright, 2012). All these moves depend
highly on Compute as a Service and in particular High Performance Computing as a Service
(HPCaaS) to handle spontaneous ICT requirements of service providers without forcing them
to invest in capital. In this way, many service providers could spin off without the fear and
limitations associated with capital expenditures of HPC computing facilities. Distributed data
centers and in particular clouds could be a good approach to deliver HPCaaS at minimal cost
and minimal environmental impact. However, ability to deliver HPC services on demand at an
acceptable quality of service could be challenging. In addition, optimization of profit, expendi-
tures, resource consumption, and environmental impact of such a solutions should be analyzed

and verified.

Various work have been done to shed light on energy awareness in distributed data centers. For
example, in Garg et al. (2011), a two-level broker to schedule jobs in a network of distributed
data centers was proposed. They focused only on the HPC workload, and ignored constant-load
web workloads. In their scenarios, they considered a set of data centers at different locations,
and for each location they considered the average electricity grid mix carbon footprint and also
the average electricity price. In addition, they assumed that dynamic voltage and frequency
scaling (DVFS)-enabled processors used for the servers while having different minimum and
maximum CPU frequencies at each data center. In terms of policy regarding the QoS, the jobs
that could not be finished within the required deadline are dropped. Several greedy algorithms
were included to reduce carbon footprint and increase the profit while meeting the required
QoS. They concluded that carbon footprint can be reduced with negligible fall in the profit.
Although the work is interesting, it suffers from various drawbacks. First of all, the electricity

grid mix footprint and price are approximated with their average values, while in reality, these
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footprint and price are highly variable and change even in an hourly scale. The assumption
of average footprint and price prevented their algorithm to observe the electricity peak con-
sumption phenomenon of the electricity grid. Peak hour management is a critical aspect to
be considered in the design and management of any high-consumption facility. Moreover, in
their DVFS-related optimization of the processors frequency, they obtained a constant optimal
frequency for each type of CPU core which minimize the energy consumption of each individ-
ual job. However, this unpenalized DVFS-based approach could result in low performance in
terms of HPC requirements and QoS. In other words, the optimal frequency is defined inde-
pendent from the pricing and quality objectives, and it could not adapt to extreme cases when
the footprint should be compromised in favor of quality of service or profit in order to ensure

sustainability of the system operation.

Heuristic optimization has been also considered in many work for managing and scheduling
HPC jobs and applications. For example, Kessaci et al. (2011) used a multiobjective approach
using a GA algorithm to the scheduling of real HPC job traces on a distributed cloud. The so-
lution was profit driven, and the cooling system was simply approximated using the Coefficient
of Performance (COP) indicator. Similar to Garg et al. (2011), average values for electricity
price and footprint, taken from EIA reports' were used. Also, the job deadlines were syn-
thetically generated using the method proposed in (Venugopal et al., 2008). They compared
their results with those of maximum resource utilization heuristic. The main drawback of the
GA optimizers, and any other heuristic optimizer used in the job scheduling, is that they cannot
consider the complex and dynamic configurations of free slots in their formalism, and therefore
usually end up to schedule only at the global level to the DCs. This condition highly simplifies

the scheduling problem, and avoid maximum utilization of the detailed resources.

Consolidation of VMs on servers, or in general, any other type of application on servers, has
been considered as a key action to reduce energy consumption and footprint of computing
systems. With consolidation, the unused servers could be shutdown (to be more precise, the
servers usually divided into three pools, the hot pool for those which are fully running, the

warm pool for those servers which are reserved and are ready to join the hot pool in the case

Thttp://www.eia.doe.gov/cneaf/electricity/epm/table56a.html
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of increase in the computing demand, and the cold pool that represents those servers that are
completely shutdown). With shutting down those not-required-to-run-at-the-moment servers,
all their associated idle energy consumption will be avoided, and also the lifespan of the servers
would increase because they do not burn out in idle state. However, with recent progresses in
manufacturing of more environment-friendly servers with very low idle consumption ratings,
and also with price breakdown of the high performance processors, the idea of keeping all
servers in the warm pool is getting more popular. This not only avoids many software orig-
inated faults that could be triggered in the shutdown and then cold start of the servers in the
consolidation approach, it could also increase the lifespan of the server because of less physi-
cal/thermal stress being imposed on them. On top of this, ability to control the temporal per-
formance of processors by adjusting the control voltage, which is usually referred to as DVFES,
bring another dimension to the environment-friendly operation of the data centers. With DVFS,
the servers consumption, which is mostly CPU consumption, could be adjusted and lowered
by choosing lower operating frequencies, when the price or dirtiness of the electricity mix
is high and the SLA and QoS do not impose very tight deadlines. In Feng et al. (2008), it
was shown that by operating a supercomputer with low power processors and low power, not
only the reliability of the system increases considerably with less down time (scheduled to re-
place dead processors), it also increases the relative performance to the space by three orders
of magnitude. It was also shown that with applying a constraint on the maximum achievable
performance of processors, performed by lowering the maximum performance by an epsilon
(5% in that work), not only the energy consumption is reduced by a higher factor (20%), the
processors were guaranteed that would not reach high temperatures, and therefore there were

no processor failure because of high temperature breakdown.

DVES approach has been considered in many other work as an alternative to shutdown and con-
solidation approach toward energy efficiency and reducing energy consumption. DVFS-based
consumption reducing approaches rely on the nonlinear (usually cubic) relation between the
control variable (frequency) and power consumption. A similar behavior based on nonlinear
relations can be seen in many other components of a typical data center. For example, the fans

used in the Computer Room Air Conditioner (CRAC) and Cooling Tower (CT) of the cool-
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ing system also show a nonlinear polynomial relation between their control variable (relative
performance compared to maximal achievable performance) and their energy consumption.
In all these components, in analogy with the CPU processors, the energy consumption poly-
nomially increases when the components operating state approaches its maximum nominal
operating capacity. Although this can be compromised in some high-demanding applications
where maximal operation capacity is always required, working in an intermediate state with
relatively less consumption, cost, and footprint is a more practical choice for most of the use
cases. In addition, even use cases that require higher capacities could be handled by increasing
the number of operating components while operating them at a less-intensive state. It has been
observed that this approach not only would give better performance in terms of consumption of
the operation phase (ignoring the two other phases of life cycle: manufacturing and end of life),
it is even more economical compared to high-intense solutions considering their extra capital
expenditures associated with high rate of component replacements in intense solutions Feng
et al. (2008). In other words, operating components at their maximum nominal rating requires
frequent replacement of components that would result in an overhead capital cost distributed
over the operating phase. Also, the inhomogeneity of the distribution of the surviving compo-
nents along the time and also availability requirements of the solution would be much lower
when components are operated at an intermediate rating because of less number of failures
and in turn less number of replacement events. In addition, the requirement to operate at the
near maximum operating rate forces only those components that have passed extreme ‘“‘burn-
in” tests to be used to reduce the number of replacements that in turn implicitly implies all
those components that have failed and discarded during the burn-in tests should be considered
in the calculations of the overall cost and footprint of the solution. That means that a solution
designed at an intermediate-intense rating of components operation would be more available

(reliable), less energy consuming, and therefore with less footprint.

Zhang et al. (2010) used DVFS to optimize the frequency of the running jobs to minimize
the energy consum