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DÉCHARGEMENT ET RÉPARTITION DE CHARGE EFFICACES BASÉS SUR LES
RELAIS D2D ET LES UAV POUR LES RÉSEAUX SANS FIL ÉMERGENTS

Allafi OMRAN

RÉSUMÉ

Les communications d’appareil à appareil (D2D) et de véhicule aérien sans pilote (UAV) sont

considérées comme des technologies habilitantes de la cinquième génération émergente de sys-

tèmes cellulaires et sans fil (5G). Par conséquent, il est important de déterminer leurs perfor-

mances correspondantes par rapport aux exigences de la 5G. Nous nous attachons en particulier

à améliorer les performances de déchargement et d’équilibrage de charge dans trois directions.

Dans la première direction, nous étudions le débit de données pouvant être atteint du relais

utilisateur assistant d’autres utilisateurs dans des réseaux à deux niveaux. Nous proposons

un nouveau schéma de communication heuristique appelé appareil pour appareil (D4D). Le

D4D permet aux utilisateurs en déplacement de partager leurs ressources en tirant parti d’une

communication coopérative. Nous étudions la sensibilité du taux d’utilisation des utilisateurs

à la sélection du relais et à la probabilité de blocage.

Dans la seconde direction, nous étudions le déchargement de la macrocellule dans une petite

cellule et l’équilibrage de charge entre petites cellules. En outre, nous concevons une nouvelle

fonction de poids utilitaire permettant une affectation de relais équilibrée. Nous proposons un

nouvel algorithme de faible complexité pour un schéma centralisé maximisant la charge des

petites cellules ainsi que des utilisateurs soumis à des contraintes de seuil SINR. Les simula-

tions montrent que les schémas proposés atteignent des performances d’équilibrage de charge

comparable à celles obtenues avec la méthode précédente ou traditionnelle.

Dans la troisième direction, nous étudions le déploiement 3D de plusieurs UAV pour le décharge-

ment émergent sur demande. Nous proposons un nouveau schéma de déploiement à la demande

basé sur la maximisation des bénéfices de l’opérateur et de la qualité de service. Le schéma

proposé est basé sur la résolution d’un problème non convexe en combinant la mise en clus-

ter en k-moyenne avec un modèle de recherche pour trouver l’emplacement sous-optimal des

UAV. Les résultats de la simulation montrent que notre schéma proposé maximise les profits

de l’opérateur et améliore l’efficacité du trafic de déchargement.

Notre contribution globale a consisté à développer une approche visant à améliorer la qualité de

service et la performance dans les réseaux émergents en améliorant la répartition de la charge

et le partage des ressources à l’aide de D2D et d’UAV.

Mots-clés: Appareil à appareil, Appareil pour appareil, Véhicule aérien sans pilote, L’équilibrage

de charge, Déchargement





EFFICIENT OFFLOADING AND LOAD DISTRIBUTION BASED ON D2D
RELAYING AND UAVS FOR EMERGENT WIRELESS NETWORKS

Allafi OMRAN

ABSTRACT

The device to device (D2D) and unmanned aerial vehicle (UAV) communications are consid-

ered as enabling technologies of the emergent 5th generation of wireless and cellular system

(5G). Consequently, it is important to determine their corresponding performance with respect

to the 5G requirements. In particular, we focus on enhancing the offloading and load balancing

performance in three directions.

In the first direction, we study the achievable data rate of user relay assisting other users in

two-tier networks. We propose a novel heuristic communication scheme called device-for-

device (D4D). The D4D enables moving users to share their resource by taking advantage of

cooperative communication. We study the moving user rate sensitivity to the relay selection

and blocking probability.

In the second direction, we study the offloading from macrocell to small cell and load balanc-

ing among small cell. Also, we design a new utility weight function that enables a balanced

relay assignment. We propose a novel low complexity algorithm for centralized scheme maxi-

mizing the load among small cells as well as users subject to SINR threshold constraints. The

simulations show that our proposed schemes achieve performance in load balancing compared

to those obtained with the previous or traditional method.

In the third direction, we study the 3D deployment of multiple UAVs for emergent on-demand

offloading. We propose a novel on-demand deployment scheme based on maximizing both

the operator’s profit and the quality of service. The proposed scheme is based on solving a

non-convex problem by combining k-means clustering with pattern search to find the subopti-

mal location of UAVs. The simulation results show that our proposed scheme maximizes the

operator’s profit and improves offloading traffic efficiency.

Our global contribution was the development of a scheme to improve the quality of service and

the performance in emergent networks through the improvement of the load distribution and

resource sharing using D2D and UAV.

Keywords: Device-to-Device, Device-for-Device, Load balancing, Offloading, Unmanned

Aerial Vehicle
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CHAPTER 1

INTRODUCTION

Global data traffic is growing exponentially as it is expected to increase by a factor of seven

between 2016 and 2021 (Cisco, 2017) and (Alliance (2015))). Besides, due to the growth of

the Internet of Things (IoT) applications, there were over 15 billion connected devices in 2017

and this number is expected to reach 50 million by 2020. Hence, there is an urgent need to

improve the current standards technologies and infrastructures to meet this expected demands

(Al-Falahy and Alani, 2017). For this reason, the emergent generation of wireless mobile

systems, called 5G networks was introduced. The 5G is expected to exceed the performance of

the current deployed fourth generation by offering more reliability, low latency, better energy

efficiency, and higher data rates. In fact, several techniques are integrated into the cellular

infrastructure to achieve these features.

One of these techniques is the low power nodes, i.e., small cells were introduced to improve

the data rate and the coverage. However, the reduced range of the small-cells and their fixed

locations impose challenges with users with high mobility. Furthermore, in many crowded

events, e.g., festivals or emergency situations, the nodes cannot support the burst demands

of new users. Hence, an on-demand solution is needed. Another challenge related to the

deployment of the small cells is the density of the network which requires sophisticated load

balancing techniques in order to efficiently utilize the network resources.

Even though the high density of users presents a challenge for the network to provide the

expected data demands, different researches suggested exploiting the benefits of having such

high user density via integrating device-to-device communication concept. Also, the fact of

having temporary demand in specific spatial areas where a large number of users exists en-

courages the use of flying bases station in order to improve the network performance. Using

such techniques give rise to the following benefits: (i) Improved reliability of user data link

via cooperative communication. (ii) Utilization of the resources that aren’t accessible except



2

through device-to-device relaying. (iii) Improvement of the overall network performance by

keeping a balanced load among all cells.

Nowadays, some research groups have focused on traffic offloading strategies using D2D

communication under the macro-cell in order to solve several problems of traditional cellu-

lar macro-cell networks, such as:

• The load distribution should be improved to accommodate more users.

• The distribution of the load must be carried out between macro-small cells and between

small cells.

• The method of locating small cells requires a change to meet the nature of the request.

Moreover, relay selection methods should find a trade-off between the impact on the link qual-

ity of each user and a load of targeted small cells. Therefore, load distribution among small

cells, when offloading traffic from the macro cell, needs to be distributed equally. Other-

wise, network providers might need to extend the bandwidth. Regarding offloading via D2D

communication, the load distribution problem becomes more complex because under this con-

sideration any method should also select the best optimal relay that can provide the minimum

required data rate based on some criteria such as the distance, link rate, or signal to interfer-

ence plus noise ratio. In any case, a centralized relay selection approach can provide an optimal

solution for global relay selection.

From another side, one of the key requirements of emergent generation is load distribution.

This requirement has been recently highlighted due to i) the candidate relays, ii) the limited

available resources in the wireless networks, there are major efforts from academia and industry

to develop load balancing scheme also known as (traffic distribution). Fairness index (FI) has

been the dominant performance metric employed in the design of wireless systems. It describes

the efficiency of resource distribution over a given bandwidth. This metric, however, does

not highlight the available resources. Hence, the load balancing (LB) has been introduced to

describe the efficiency of distributing the resources or users over a given cell.
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To conclude, the following points motivated this work:

• Relay selection should consider the other users to accommodate more users.

• Dense small cells deployment location requires changes in the emergent networks to guar-

antee the demand.

• Load distribution should be performed in both tiers in order to guarantee to accept upcom-

ing users.

In what follows, we give more details about the problem statement, the objectives, and the

main contributions of this thesis.

1.1 Problem Statement

Next wireless networks could accommodate a massive number of smart-phones and internet of

things (IoT) devices. These devices are using different multimedia applications which have dif-

ferent quality of service (QoS) requirements. As more devices are connected, and because sub-

scribers are continually moving, the fluctuation in temporary traffic demand leads to reduced

temporary spectrum efficiency. The variance in traffic load among cells occurs at different

time periods. Although the existing networks improve the spectrum efficiency for the expected

demand, the topology and structures cannot always meet constantly changing demands on the

network, even when some of the resources are available.

The reason for this is that mobile users are continually changing their locations and bandwidth

needs. During some special occasions, lots of users may converge in some area, putting pres-

sure on the available network resources and overloading the network to the point on rejecting

new calls in that area. Resources are available in other parts of the network but are not acces-

sible.
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1.2 Thesis Objective

Our objective in this dissertation is to utilize D2D and UAV base stations in order to design high

quality of service networks avoiding load imbalance on available resources. In fact, offloading

and load balancing in multilevel networks, which provides an efficient resource utilization

scheme for network providers, is an open field of research. We, hence, propose load balancing

techniques that support mobility, and ultra-dense networking.

Consequently, We aim to solve the following issues throughout this thesis:

• How to distribute the traffic load in an efficient way among clustered non-overlapping small

cells using D2D?

• How to use D2D in order to access all available resources within the network to improve

the user’s throughput?

• Where to position UAV base stations in order to meet the demand?

We also focus on the implementation and performance analysis of D2D communication relay-

ing as a part of providing more resources as well as the UAVs.

1.3 Thesis Contributions

We propose three directions to solve the demand and load balancing issue. First, we start by

using existing infrastructure to serve mobile users by proposing a heuristical algorithm based

on D4D concept (Omran et al., 2017). Second, we use the existing infrastructure to serve

mobile users and balance the load among cells (Omran et al., 2019a). Finally, we build a new

infrastructure to serve users and balance the load based on deploying new UAVs as flying base

stations (Omran et al., 2019b).

Figure 1.1. Summarizes the scenarios studied in this thesis followed by a brief description of

the corresponding contributions.
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Figure 1.1 Studied scenarios landscape

1.3.1 Reliable D2D Down-Link for User Re-association

We analyze the possible benefits of using D2D relaying as a way to user re-association in multi-

tier networks based on maximizing the data rate. We propose a heuristic algorithm of the relay

selection and user re-association. In the handoff case, we apply the proposed handoff scheme

on link-constrained problems. We also study the impact of the relay selection on admission

users by selecting the optimal relay with the strongest received signal or closest users relay.

The corresponding work has been published in (Omran, A., BenMimoune, A. & Kadoch, M.

(2017). Mobility management for D4D in HetNet. 2017 IEEE 30th Canadian Conference on

Electrical and Computer Engineering (CCECE), pp.1−5.).

1.3.2 D2D Based Load Distribution for Up-Link Clustered Small Cells

Motivated by the idea of D2D communications and relaying, we present a novel offloading

scheme for clustering small cells in emergent wireless networks using D2D relaying, taking

into account the LB among SCs. Precisely, the objective of this scheme is to design a scheme
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to solve the NP-Hard problem with two disjoint sets assignment matching. The main contribu-

tions of this work are summarized as follows:

a. We formulate the relay selection and load balancing problem based on D2D communica-

tion as a joint problem and model the issue as a bipartite graph problem. The problem

involves the selection of each user and its relay and assigning them according to the best

global selection.

b. We design a new utility function for solving the NP-Hard problem. The design of our

function considers the user-relay link qualities as well as the SCs’ capacity.

c. We adopt the Hungarian method with our matrix to select the optimal relay that maximizes

the free resource at each SC for each user.

d. We develop a joint relay selection and load balancing scheme that maximizes both the

number of offloaded users and the load balancing index among SCs.

We also extend our scheme to the case of fairness among users in which the load defined as the

average rate per user. We also present a sub-optimal solution for SINR threshold adjusting that

performs close to the optimal solution. The corresponding work has been published ( (Omran,

A., Sboui, L., Rong, B., Rutagemwa, H. & Kadoch, M. (2019b). Joint Relay Selection and

Load Balancing using D2D Communications for 5G HetNet MEC. 2019 IEEE International

Conference on Communications Workshops (ICC Workshops).) & (Omran, A., Kadoch, M. et

al. (2019a). Balancing D2D Communication Relayed Traffic Offloading in Multi-Tier HetNets.

International Journal of Communications, Network and System Sciences, 12 (06), 75.)).

1.3.3 Replacing Small Cells by UAV

In this scenario, we focus on replacing a small cell by UAV as a flying base station. Our sce-

nario investigates how to locate the UAVs to associate more offloaded users aiming to maximize

the system profit. The main contribution of this is to deploy mobile UAVs to serve users out-

side the coverage of fixed stations due to congestion or unavailability. Our solution includes
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developing a UAV location deployment strategy that maximizes system profits while taking

into account: 1) UAV capacity and 2) fairness among users.

1.4 Thesis Outline

1.4.1 Background and Technical Approaches

In chapter 2, we introduce the offloading techniques and optimization tools adopted in this

thesis.

1.4.2 Mobility Management for D4D in HetNets

In chapter 3, we present the D2D relaying and user re-association that reduce the blocking calls

and avoid ping pong when users move from small cells to the macro cell. We also present the

corresponding D2D throughput and analyze the relay selection.

1.4.3 Balancing D2D Communication Relayed Traffic Offloading in Multi-Tier HetNets

In chapter 4, we present the proposed algorithms to offload users in a centralized manner. In

addition, we present the utility function that maximizing the load index in a centralized manner.

1.4.4 3D Deployment of Multiple UAVs for Emerging On-Demand Offloading

In chapter 5, we develop a new method that considers the quality of service and load balancing

criterion over damaged networks. We present on-demand UAV deployment algorithm based

on combining two optimization techniques. We then study the case where the small cells are

not available, and we present an optimal, but less complex, time searching that only depends

on the user’s location.
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1.5 Chapter Summary

In this chapter, we described the motivation behind our research and highlighted the problem

statement. We also presented the main objectives of this thesis. Finally, we introduced the

thesis outline by briefly describing the content of every chapter.



CHAPTER 2

BACKGROUND AND TECHNICAL APPROACHES.

In this chapter, we survey existing techniques for offloading, load balancing, and the optimiza-

tion tools. Data offloading denotes mechanisms used by a mobile operator to establish and

control alternative paths for channeling data within its cellular network. Load balancing is a

set of mechanisms used to equalize the loads at all tiers by redistributing this load to lightly

loaded tier.

2.1 Data Offloading Concept

Cellular data offloading is the transfer of traffic from served user load from congested cells

to lightly loaded cells to improve the spectrum reuse and to reduce idle available resources

(Sankaran (2012)). The fundamental objective of data offloading is to provide each user with

a higher quality of service, while also reducing the cost of delivering services on cellular net-

works. Cellular data offloading already became a key business section because the data traffic

on mobile networks continues to extend apace. So far, Wi-Fi, small cells, D2D communi-

cations, and movable Small cells have emerged because the most well-liked offloading tech-

nologies that are elaborate during this section in conjunction with different offered resolution

(Rebecchi et al. (2014)).

In the literature, several technologies have been proposed to offload data and reduce the load

of cellular networks, as well as increase the capacity of cellular networks. In this section, we

give a brief description of each of these technologies. They fall broadly into five categories.

2.1.1 Data Offloading Via Wi-Fi

Wi-Fi is a wireless technology-based standard that allows data communication in unlicensed

bands of 2.4 GHz UHF and 5GHz SHF. There are many reasons that make Wi-Fi an efficient

alternative for data offloading. WiFi is now widely deployed in-home and public places. Also,
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most of the edge devices can consume a Wi-Fi access interface. Furthermore, cost-effectiveness

and removing heavy burdens from cellular networks are some other Wi-Fi offloading advan-

tages.

Using Wi-Fi networks, data traffic can be offloaded from conventional cellular networks to

WiFi (Intercoporated (2011)). The advantage in offloading to Wi-Fi networks is a reduction

both in costs and traffic load in cellular networks as mobile users’ transit through areas that

are Wi-Fi-covered. The relative scarcity of network bandwidth and other cellular network

resources makes it necessary for mobile network operators (MNOs) to continually upgrade

infrastructure in order to keep up with rising service demands from their mobile customers.

Higher cellular data usage of traditional networks also means higher phone bills for users.

However, Wi-Fi networks can be employed as an alternative for mobile device users. From both

a technical and cost viewpoint, using Wi-Fi networks to offload cellular data traffic, benefits

MNOs as well as mobile users.

Moreover, offloading not only lowers monthly cellular data usage bills, but it also helps to

lengthen mobile devices’ battery life. This is because the per-bit energy consumption of cellular

connectivity is one order of magnitude higher than for Wi-Fi connectivity. At the same time,

the offloading of cellular data to Wi-Fi helps to mitigate traffic congestion that typically occurs

across cellular networks, thereby improving the management of network capacity. Overall,

using Wi-Fi networks to offload data has enormous potential for solving the ongoing problem

of ever-increasing mobile data traffic growth across cellular networks. Wi-Fi networks easily

combine low mobile device requirements with high data transmission rates.

The authors in (Yoon and Jang, 2013) presented two novel methods that depend only on the

host sides of the mobile user and the central networks side implementation. Three are two

different types of IP addresses used by the user, one for long term evolution (LTE) address,

and the other for Wi-Fi address. In the first method, the user encapsulates an original packet

into a new packet with the Wi-Fi IP address as the source address and sent it through the Wi-Fi

interface. Then the central network encapsulates the received packet and delivers the extracted
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original packet to the IP stack in the kernel. In the second method, the user generates an

original packet and adds a source routing information to the packet to exploit the combination

of encapsulation and source routing.

An offloading mechanism has been proposed by (Thiagarajah et al., 2013), they use a com-

bined of Long Term Evolution and Wi-Fi to increase the coverage and capacity of the system.

This idea based on Wi-Fi algorithm where a user who has sufficient received signal strength

from Wi-Fi is to offload while other users remain under LTE service. RSS received at the

user location is criteria to select which network. When the user receives both LTE and Wi-Fi

coverage, after that the user immediately connects to Wi-Fi, thus "Wi-Fi First". When a user

without Wi-Fi, nevertheless has an efficient RSS margin to hook on to the LTE coverage gets

connected to the LTE coverage.

The work proposed in (Lagrange (2014)) presented a tight coupling method to connect the

cellular base station with Wi-Fi access points in the LTE system, to allow a user who is covered

by the virtual residential gateway to use Wi-Fi AP to offload the LTE. Their proposal is to

enable the control functions for both networks Wi-Fi and LTE by the LTE provider.

2.1.2 Data Offloading Via Small Cells Networks

Different low-power small cell base station (SBS) types (e.g., femto, pico, and micro) can be

utilized for offloading small cell network (SCN) traffic. SCNs are also realizable in distributed

radio technology when applying remote radio heads (RRHs) and centralized baseband units.

Beamforming, which improves radio signals within a specific range or location, has been used

as well to boost small cell coverage. All of these strategies to improve SCNs further enable the

central management of mobile network operators (MNOs).

Currently, small cell coverage (pico, micro, and femtocell) averages about 10 meters in urban

environments and up to 2 Kilometer (Km) in rural settings. However, unlike femtocells, neither

pico cells nor microcells are able to self-manage or self-organize. We can use small cells in

several different kinds of air interfaces, such as CDMA2000, GSM, W-CDMA, TD-SCDMA,
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WiMax and LTE. From a 3GPP terminology perspective, a Home eNode B (HeNB) represents

an LTE femtocell, whereas a Home Node B (HNB) represents a 3G femtocell. Another popular

small cell is Wi-Fi; however, it is more difficult to manage this small cell technology as it

presently does operate outside licensed spectra.

Small cell deployment is a constantly changing strategy. Best practices rely on the latest avail-

able radio technologies and successfully implemented use cases. One of the primary applica-

tions for small cells is offloading mobile data traffic that is moved through macrocell networks.

As a result of enhanced radio conditions (such as channel conditions) in the cellular links that

exist between SBSs and mobile users, data transmission performance is easily improved. In

this regard, using SCNs to offload data has proven to be highly useful, especially given their

ability to be quickly deployed.

The author in (Liu et al. (2013)) proposed a combination of two algorithms called TOFFR to

offload the traffic from macro to small cells; their goal was to improve the energy efficiency

through selecting the suitable Pico for traffic according to RSRP. The first algorithm called

traffic offload (TO) which based on frequency reuse resources by taking the reference signal

received power (RSRP) into account, and the second algorithm is called TOFFR.

The work proposed by (Shah-Mansouri et al. (2017)), presented an offloading scheme consid-

ering the price taking and setting. The authors formulate the problem of the mobile network

operators and small cell access points as three-stage game and model it as a non-convex game.

The main goal was to maximize the profit of the operators; finally, they proposed an iterative

method to obtain the sub-game equilibrium by transfer the problem to convex set.

The authors in (Qutqut et al. (2014)) proposed a dynamic placement algorithm for determining

the location of the small cell. The main objective of their work is to minimize the cost of ser-

vice and maximizing the Macro cell’s offloaded traffic via small cells respectively. Where the

authors formulate the problem as mixed-integer linear programs to select the optimal additional

small cell location from all candidate locations.
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2.1.3 Data Offloading Via Opportunistic Mobile Networks and D2D

Data offloading can be handled by using opportunistic mobile networks. These types of net-

works employ opportunistic communications for offloading mobile data traffic. Furthermore,

opportunistic mobile networks use neighboring mobile devices without the need for network

infrastructure and, as the Wi-Fi option, use less power while offering high amounts of data. The

majority of the data that flow through opportunistic mobile networks, initiate in content service

providers such as weather reports, music and traffic condition reports. Because content service

providers deliver their content to relatively few mobile nodes (referred to as "initial seeds"), the

delay-tolerant applications are well-suited to their purposes, and are also more cost-effective.

Once the initial seeds come within communication range via their Wi-Fi or Bluetooth inter-

faces, they are able to propagate to other subscribers. Although this form of data offloading

is virtually free, it does have some issues, such as data differences involving user demands,

content size or delay constraints.

In the literature, multiple source selection methods have been proposed by (Liu et al. (2016))

to select the optimal number of initial sources based on opportunistic mobile networks. Addi-

tionally, they define the problem as utility optimization taking into account the cost and time

of transmission from the network.

The authors in (Chuang and Lin (2012)) proposed a mobile data offloading scheme based on

opportunistic mobile technique. Their goal was to offload cellular traffic via opportunistic

technique. In their work, the source selection is done based on the social relationship and the

contact frequency, where they proposed Social communities to define the relationship among

source.

2.1.4 Data Offloading Via Hybrid Networks

Hybrid data offloading uses heterogeneous networks to offload data. This approach combines

the data offloading technologies of the first and third kinds of data offloading strategies men-

tioned above. It has become increasingly difficult for conventional single-tier cellular networks
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using only high-power tower-mounted base station (BS) to offer all the services demanded by

their mobile customers. One resolution to the emerging crisis of under-capacity cellular net-

works would be to build multi-tier heterogeneous networks. These could function from a low-

power small base station (SBS) (i.e., femto, pico, and microcells), while opportunistic mobile

networks could function from the macro base station (MBS).

A cooperative offloading strategy has been proposed by (Mao and Tao (2016)) consists of

different techniques at diffract tier level. The authors used the Wi-FI, Device to Device com-

munication, and Ad hoc networks as complementary to the main network aiming to reduce the

overloaded traffic at the cellular network and maintain the data delivery.

2.1.5 Data Offloading Via Movable Small Cell Networks

Moving small cells (MSC) is a new offloading technique where the small base station can be

put on the top of a train or electric car to offload the traffic (Jaziri et al. (2016)), the most

advantageous feature mobility of MSC is permitting to expeditiously offload moving and/or

unpredictable congestion traffic. This approach leads to boost the network performances.

The author in (Sui et al. (2013)), studied the challenges and benefits of deploying moving low

power nodes. the goal was to use moving relay nodes to improve the capacity of the network

when using this approach.

A novel moving cell scheme has been proposed by (Yasuda et al. (2015)) to provide an adequate

resource schedule and overcome the issues emerged from group mobility, namely, where some

of the mobile users are connected to the same moving access point.

2.2 Load Balancing Techniques

Load balancing aims to equalize the load at all tiers by redistributing this load to lightly loaded

tiers. Several load balancing techniques in mobile cellular network have been studied. Among
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these techniques are those load balancing based on borrowing channel, admission control, cell

coverage expansion, and relaying.

The load balancing techniques in heterogeneous networks have several advantages including:

• Reducing call blocking and dropping probabilities.

• Minimizing the handovers requests by the mobile users.

• Minimizing the average handover latency in the system.

• Reducing the congestion by distributing the load which results in enhancing the quality of

service (throughput).

• Offers an efficient method to uses the bandwidth.

Although, the load balancing offers several advantages in wireless networks but it has also

some disadvantages that are pointed as ;

• It does not always guarantee the best network such as the network with lowest latency.

• Sometimes it may also allow higher end-to-end delays but acceptable to the application

running on mobile nodes.

• Additional processing is required which needs to upgrade or integrate a module in the

existing protocol stack.

• Additional signaling overhead is introduced while sharing the network information.

2.2.1 Load balancing based on borrowing a channel from neighboring cell

The main concept of this technique is to borrow a channel from the adjacent cells in order to

serve internal user. It is often used in GSM system in case of overloaded cells and lack of

enough channels to serve all users.



16

The author in (Patra et al. (2006)) proposed a borrowing channel based on Genetic Algorithm

called pluck. The aim of this algorithm is to minimize the number of blocked calls and improve

the performance of the system for a long time. The channel borrowing decision, in terms of

time and location, takes place under a future congestion expectation.

2.2.2 Load balancing Based on Admission Control

In this technique, the user association is performed based on the available bandwidth at each

targeting cell. Hence, the priority is given to the cell with more available bandwidth.

The author in (Balachandran et al. (2002) & Papanikos and Logothetis (2001)) proposed a user

association algorithm that associates the user with the cell that provides him with minimum

required data rate. The proposed scheme selects the cell with strongest signal if there is more

than one light loaded cells available.

2.2.3 Load Balancing Based on Cell Coverage Expansion

The main goal of this technique is to adjust the transmission power of the congested cell accord-

ing to the load situation. Hence, the coverage area will be limited to maximum user capacity

per cell.

The work proposed by (Bejerano and Han (2009)) presented a new load balancing algorithm

that minimizes the traffic of congested AP by forcing the users close to the edge of overloaded

cells to switch their connection to adjacent light loaded AP. The main concept is to adjust the

cell size by controlling the transmission power. The author proposed two algorithms, aiming to

minimize the load of congested cell and minimize-maximum the load balancing in the system.
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2.2.4 Load Balancing Based on Relay Technique

The basic idea of this technique is to place a number of relay nodes in overlapped areas which

can be used to forward the traffic between base stations and mobile users. By using this tech-

nique, it is possible to forward traffic from overloaded cell to another light loaded cell.

A new way of forwarding traffic from cell to another, has been proposed by (Xu et al. (2011)).

The author placed some relayed nodes in the edge of each cell to increase the system capacity

and reduce the transmission power. The main goal is to transfer the traffic from overloaded cell

to adjacent lightheaded cell via relay node.

2.3 Adaptive Techniques for Offloading in Emergent Network

This section briefly describes the offloading techniques to enhance reliability and to distribute

the traffic in a balanced way. In some cases, due to crowd density, natural disaster, and excep-

tional event, these users could not be accommodated. UAV is also very efficient solution in the

replacement of the fixed SC.

2.3.1 D2D Communications Concept and Applications

D2D communications is a technique that enables two nearby devices to communicate directly

without going through a base station (Mumtaz et al. (2014)). This type of communication can

use either cellular or industrial frequency. D2D can be used to implement device-to-device

relay (D2D-R), where traffic from a device is forwarded through an intermediate chain of

devices all the way to the closest cell or base station.

D2D-R is a technique for accessing available resources that are not necessarily close by, making

it an appropriate candidate for next 5G networks. Additionally, D2D-R will enable the next

generation of wireless networks with many applications including local services, emergency

communications, and vehicle-to-vehicle communication.
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Figure 2.1 summarized additional types of D2DR communications in the field of wireless com-

munication (Tehrani et al. (2014)).
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Figure 2.1 Types of device to device communication

In fact, modern wireless devices require more bandwidth than is available using the current

generation of mobile networks. The D2D relaying concept is introduced to overcome resource

unavailability. Instead of providing more resources to a user that cannot be served by a fixed

station, we relay traffic through neighboring devices. In this concept, users and user relays

share the resources of the base station without any negative impact on the other users’ QoS.

In this thesis, we consider users as a relay. The concept of relaying traffic is to use an interme-

diate device between the mobile users and the base station. In some scenarios, due to the high

interference area, or low signal, there is no qualified link between the user and the base station.
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Relaying is an efficient technique to assist more users. Hence, a relay is necessary to guarantee

reliable communications. The relaying concept involves multiple techniques:

The D2DR is a cooperative concept which has mainly three basic protocols

Amplify-and-forward (AF) method, in which the intermediate device amplifies the received

signal with the noise before retransmitting it to the destination.

Decode-and-forward (DF) method, where the intermediate device demodulates the signal

and then modulate it before sending it.

Compress-and-forward (CF) method, in which the intermediate device compresses the re-

ceived signal and transmits the compressed signal.

2.3.2 UAV Communication and Applications

UAVs will enable the emergent generation of wireless networks with many new applications

including flying base stations, products delivery, police patrolling, infrastructure inspections,

bridging existing networks, and farmland monitoring. The UAVs can act as a flying base station

and relay (Li and Cai, 2017), as shown in Fig. 1.3, due to their quick and flexible deployment,

their compactness compared to stationary relays or new base stations, and their rapid mobility.

In cases of natural disasters or crowded temporary events, base stations need to be deployed

quickly. In fact, UAVs are an efficient and fast option to offload network traffic. Besides, UAVs

can offer dynamic coverage, leading to improved QoS. In addition, one of the main advantages

of using UAV compared to a traditional base station is the potential to have a direct line of

sight (LoS) with mobile users. This gives better battery life, improved channel gain, and better

energy efficiency. The use of UAVs for wireless communications has been tested and deployed

in real LTE settings.

Consequently, studying the corresponding performance in terms of placement and coverage is

important in order to evaluate their impact once adopted as a part of wireless networks. Several

works have studied the 2D and 3D placement of the UAVs to enhance their coverage.
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2.4 Technical Tools Adopted in This Thesis

This section describes a brief overview about the technical tools employed in this research.

These tools consists of optimization and clustering algorithms. Two optimization algorithms

are employed in this work: the Hungarian algorithm and pattern search. For clustering, we

employed the k-means algorithm.

2.4.1 Hungarian Algorithm

Given a weighted bipartite graph, the assignment problem is to find a matching in which the

sum of weights of the edges is as large as possible. Formally, the problem can be stated as

follows:

Definition. Given a set of users and a set of relays, where any user can be assigned to any

relay, resulting in a certain link quality that may vary depending on the user-relay assignment.

It is required to assign exactly one user to one relay in such a way that the global link quality

of the assignment is maximized.

The Hungarian method is a combinatorial optimization algorithm that solves the assignment

problem in polynomial time. It was developed and published in 1955 by Harold Kuhn, who

named it the "Hungarian method" (Steinhaus, 1956). Initially the algorithm ran in O(n4), but

has since been improved to have a O(n3) running time (Jonker and Volgenant, 1987).

The Hungarian method has following main steps:

a. Finding the smallest value in each row of the matrix and subtract this value from the entire

row.

b. Finding the smallest value in each column of the matrix and subtract this value from the

entire column.

c. Drawing a line to cover the rows and columns that have zeros.
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d. If the number of covered rows and columns are equal to the size of the matrix, we obtain

the optimal assignment. Otherwise, we proceed to the next step.

e. Finding the smallest value in all non covered elements in the matrix and subtract the

smallest value from the non covered rows and add this value to each covered columns. Go

to step c.

f. If the number of covered rows and columns equal to the size of the matrix. Then, the set

of assignment of users and relays is achieved. Otherwise, repeat step e until reaching the

final assignment.

2.4.2 K-Means

The k-means clustering algorithm is an iterative algorithm that seeks to assign n users into k

pre-defined groups, called clusters, such that each user is assigned to only one group. The

algorithm was first proposed by Stuart Lloyd of Bell Labs in 1957 (Lloyd (1982)). k-means

can also be considered as an iterative hill-climbing algorithm that maximizes a measure of the

intra-cluster similarity and inter-cluster dissimilarity. Compared to other clustering algorithms,

k-means algorithm has the advantage of being easier to implement and more efficient.

The k-means algorithm has following main steps:

a. Specify the number of clusters.

b. Initialize random cluster centers.

c. Assign each mobile user to its closest cluster.

d. Recalculate cluster centers.

e. Go back to Step c. if any of the cluster centers has changed.
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These steps produce a partition of mobile users into groups. It is instructive to note that k-

means is not a deterministic algorithm, meaning that multiple execution of the algorithm on

the same input might produce different partitions.

2.4.3 Pattern Search

Pattern search (PS), also known as direct search, is a family of numerical optimization tech-

niques that does not require the use of a gradient. PS algorithm tunes the location of an optimal

point by computing the value of objective function at each point around an initial point to de-

cide on a target direction. If a problem’s cost function is not differentiable or not continuous

then PS methods can solve the problem efficiently.

Over the years, multiple variants for PS methods have been developed. Here, we focus one of

the original methods known as Hooke and Jeeves. A graphical description of this algorithm is

shown in Figure 2.2 It is made up of two kinds of moves: exploratory search and pattern move.

The goal of the exploratory search is to do a local search for the direction that improves the ob-

jective function. The pattern move takes bigger steps toward improving the objective function.

The algorithm alternates between streaks of these two moves, until no significant improvements

in the objective value is possible.

In a minimization problem, PS starts by conducting an exploratory search to find a direction

around the initial point that reduces the objective function. This steps is repeated with reduced

step sizes (one for each coordinate axis) until it either succeeds to find a new point with a

smaller objective value (Case I), the maximum number of iterations has been performed (Case

II), or the step size is smaller than a threshold (Case III). With Case I, the PS resets the step

sizes and invokes pattern move step. PS terminates with Case II or III.

The pattern move step (labeled 2 in figure 2.2 attempts to improve the current point using

the original step sizes and an acceleration factor α , which is usually set to 2. It does this

by computing a new point x(2) = x(0) +α(x(1)− x(0)). This step is repeated as long as x(2)
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Figure 2.2 Steps of Hooke and Jeeves pattern search algorithm

Taken from Hooke and Jeeves (1961)

improves the objective value. Otherwise, PS invokes goes back to the previous step (Step 1 in

figure 2.2).

2.5 Chapter Summary

In this chapter, we initially present the offloading techniques as described in the literature.

Each of these techniques has advantages, disadvantages and compromises each in their own

way. Each approach is appropriate for its circumstances, and therefore a best global technique

is not feasible. An optimal centralized solution of offloading and load balancing is analytically

more complex and, obtaining a solution is not impossible. Nevertheless, the main purpose

of all the proposed techniques is to offload the traffic from macro cell to small cells. We

also present the load balancing techniques which result in obtaining the best load distribution

among cell in the low tier. We give an overview of the optimization tools used in this thesis.

Nevertheless, we focus more on offloading based on load balancing by considering a multi-tier

network represented by macro cells, small cells, and D2D as relay.





CHAPTER 3

MOBILITY MANAGEMENT FOR D4D IN HETNETS

The association of user through relay selection in multi-tier networks is studied in this chapter.

We investigate first the benefit of using D4D communication relaying as away for handing

off users in the lower tier of multi-tier HetNets. Next, using heuristic algorithm, we propose

a multi-tier handoff scheme using a D4D communication user as a relay to defer the handoff

decision among different tiers by re-associating the user through the D4D communication. This

algorithm allows the central unit to re-associate the users via D4D communication. Our results

show that, using the D4D communications as a relay concept can be used as an appropriate

solution for satisfying the user demand and reducing the rejected calls.

3.1 Introduction

The past few years have seen significant growth in mobile data traffic, due mainly to the in-

creased adoption of mobile devices along with the rapid expansion in mobile multimedia ser-

vices such as social networking, video streaming and gaming. Cisco reported recently that

mobile data traffic is forecast to expand globally by a compound annual growth rate (CAGR)

of around 53 % between 2015 and 2020 (Forecast, 2016). By 2021, data traffic is anticipated

to exceed 30.6 exabytes monthly, which represents eight-folds increase from 2015. Despite the

financial benefits such growth promises to cellular network operators in the industry, it does not

come without problems. The main issue is finding a way to handle the rapid and exponential

rise in mobile data traffic.

Heterogeneous Network (HetNet) is considered as a solution for meeting the expected de-

mands. HetNets can be simply defined as an integration of variety of radio access technologies

which allows the mobile user to associate with any access point using different techniques.

HetNets is composed of Small cells (SCs) which are used to offload an overloaded Macro

cell’s traffic, provide higher data rates, and improve area coverage. Besides, Device to device

(D2D) communication has been introduced in 3GPP Release 12 which can be triggered by en-
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abling two closest devices to directly communicate without bypassing the Macro base station

(Roessler, 2015); hence, this technique proposed to improve the overall throughput, increase

spectral efficiency and reduce transmission delay (Pyattaev et al., 2014). Recently, a new de-

sign paradigm was proposed that provides capacity enhancement and coverage extension for

macro cells called Device-for-Device (D4D) communication (Kawamoto et al., 2014). The

logic behind this paradigm is to exploit the users located in SCs’ coverage and used them as

relays for the purpose of extending the cells coverage, which is a promising research area for

both customers and operators although of its challenges. One of the most important challenges

is to deal with user’s mobility and high handoff rate where the appropriate target base station

is selected based on strongest received signal, SC radius and high rate of user mobility. This

should be carefully performed to efficiently reduce the number of unnecessary handoff and

blocking probability.

The remainder of this chapter is organized as follows. Section 3.2 discuss the state of art. In

section 3.3, we present the problem formulation. The system model including channel model

is described in section 3.4, while Section 3.5 presents our proposed scheme. In section 3.6,

we provide the simulation parameters and results analysis. Finally, Section 3.7 concludes the

chapter.

The work related to this chapter has been published in (Omran et al., 2017).

3.2 Related Work

The issue of user’s mobility and high handoff rate has been studied in the literature. Exten-

sive research was interested in the handoff in multi-tier heterogeneous networks; most of them

were focus on how to make the best handoff decision, properly select the target cell, and min-

imize the unnecessary handoff rate (Gódor et al. (2015)). A handoff scheme for multi tier

Heterogeneous networks has been proposed by (Ma et al. (2012)), to reduce the frequent and

unnecessary handover decision where the handover decision is taken based on the reference
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signal received power (RSRP). The limitation of this work is that they did not consider the user

velocity of user and failure handoff.

The author in (Benmimoune et al. (2015)) proposed a new efficient user association scheme for

heterogenous networks that take into account the characteristics of small cells. The evaluation

of this scheme was to solve the user association problem when a user has more than targeting

cell within his range from which to select based on the voroni diagram. The main goal was

to maximize the number of served users. However, this work did not take into account a user

mobility (static system).

The work in (Xiaona and Qing (2014)) proposed a vertical HO decision algorithm based on

several metrics such as received signal strength, dwell timer, network load and user traffic cost.

The aim of this work was to improve the performance of vertical handoff. Where the author

categorized the handover based on must select or optimal select and introduced an adaptive

dwell timer aiming to decrease the unnecessary handover.

A handover algorithm based on the history of users location has been proposed by (Nas-

rin and Xie (2015)). The work used the closest small cell information to obtain the location of

each user history through the previous handover decision to minimize the minimize the rate of

unnecessary handoff and service failure and increase the small cell utilization.

The work proposed by (Lee et al. (2008)) investigated the integration of WLAN with cellular

network. In their work they proposed a vertical handoff decision algorithm (VHD), handover

that enables the use by seamless movement taking into consideration the load among access

points and maximizing the user lifetime battery.

The authors in (Zhang et al. (2010)) proposed a handoff algorithm when the user is moving

between macro and Femtocell taking into consideration a velocity of users and the quality of

service. The authors studied the low, medium and high speed of users with both real time and

non real time traffic. This comparison of the proposed algorithm shows that its performance
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is better than traditional handover algorithm in terms of number of unnecessary handovers and

necessary handovers.

A vertical Handover decision algorithm between wireless local area networks (WLAN) and

Universal Mobile Telecommunications System (UMTS) has been presented by (Benmimoune and Kadoch

(2010)). The goal was to maximize the system throughput and minimizing both the number of

unnecessary handover and the cost by using as more as WLAN access points. In their work

they used the signal to interference plus noise ratio (SINR) as a criteria to select one the two

different access points.

A new offloading traffic scheme has been proposed in (Zhang et al. (2015)) to offload the traffic

from congested macro cell to small cells. The authors combine both the features of Pico base

station and D2D communication techniques to achieve the best data rate and reduce the traffic

at the MC.

The authors in (Liu et al. (2014)) presented a detouring traffic scheme to offload data traffic

using a D2D concept as a way where the intermediate user acts as a relay. Their goal was to

detour some of the overloaded macro cell users to adjacent lightly loaded SCs using D2D com-

munication. In their work, they formulate the intersection area between the coverage of users

and the small cell which represent the location of relay users, then calculate the probability of

finding a relay in the intersection areas between user radius coverage and SCs radius coverage

with probability of users who can establish a D2D communication link.

Another work has been proposed by using the same technique (Kawamoto et al. (2014)) stud-

ied the benefit of using D2D communication as a load balancing technique by presenting a

heretical algorithm with four scenarios to transfer traffic from congested MCs to low loaded

SCs aiming to release a part of occupied resources for serving new users. They found the

probability of releasing resources at the congested cell and in other cells. However, using only

user as a relay based on the distance between users and the base station without considering

any type of service as HO conditions is insufficient to meet user needs and maintain quality

of service. Furthermore, in this solution the author does not consider the quality of service to
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avoid congestion at the Macro base station also did not take into account the existing users as

a relay. Nevertheless, in both studies, the authors did not discuss the load balancing (LB) and

relay selections (RS) in detail.

3.3 Problem Formulation

In this work, we consider an objective function aiming to minimize the number of rejected

users using PCs via D4D relaying. Besides, we aim to optimally select the relay that achieves

the highest throughput in a way to reach our objective.In the sequel, we propose a heuristic

D4D strategy in order to improve the total throughput in such scenarios. The main idea is to

re-associate movable PC’s user via D4D relaying using the best available relays.

We define the rejected calls RC as RC = NU −SU , where NU and SU represents the total number

of users and total number of served users, respectively. The number of served users SU is

calculated as:

SU =
n

∑
i=1

Mi +
n

∑
i=1

Pi +
n

∑
i=1

L

∑
l=1

Ril (3.1)

where Mi, Pi, and Ril are binary variables defined as follows:

Mi =

⎧⎨
⎩1 if user ith is served by the macrocell

0 otherwise
(3.2)

Pi =

⎧⎨
⎩1 if user ith is served by the Pico cell

0 otherwise
(3.3)

Ril =

⎧⎨
⎩1 if user ith is served by the the lth relay

0 otherwise
(3.4)
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The formula evaluates both the number of direct served and the relayed users in the system.

Thus the minimization of the objective function requires maximizing the number of users in

HetNets and minimization of the radio resource consumption. We specify the relative im-

portance between the number of served users and the available resources associated with the

candidate relays. Our objective is to minimize the rejected call by using D2D relaying. In our

studied scenario, the corresponding optimization problem is given by:

minRC (3.5)

subject to:

(
n

∑
i=1

Pi +
L

∑
l=1

n

∑
i=1

Ril)≤ Pmax
C (3.6)

n

∑
i=1

Mi ≤ Mmax
C (3.7)

SINRmi ≥ SINRth
mi∀i (3.8)

SINRpi ≥ SINRth
pi∀i (3.9)

SINRpri ≥ SINRth
pri∀i (3.10)

(Mi +Pi +
L

∑
l=1

Ril)≤ 1∀i (3.11)
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The constraints 3.6, and 3.7, indicate that the sums of users that are connected to the Pico cell

and the Macrocell, respectively, are less than their maximum capacity. The constraints 3.8, 3.9,

and 3.10 indicate that the SINR of the direct association with the Macrocell, direct association

with the Pico cell, and the association through the relay should be greater than or equal to

SINRth
mi, SINRth

pi, and SINRth
pri, respectively. The constraints 3.11 ensures that no user is served

by more than one station.

3.4 System Model

In our system model, we consider a Down-link multi-tier heterogeneous network which con-

sists of 2 tiers and modeled as a single Macro cell (MC) overlaid with dense Pico cells (PCs)

respectively. We study the case where the geographical area is subdivided into three zones as

depicted in Figure (3.1), i) a MC zone where the MC’s received signal is higher compared with

Pico cell’s received signal,in its respective area ii) a PC zone where the pico cell’s received

signal is higher compared with the MC’s received signal in its respective area iii) a shared or

equal zone where the MC and PC received signal is almost comparable. The PCs are connected

to MC via a back-haul link using optical fiber.

We assume users are distributed randomly within the MC serving area and are moving in

four directions. We consider the idle users (relays) are distributed within the range of PC’s

coverage and have ability of cooperating with each other to keep the connectivity through the

D4D connection as depicted in Figure (3.1).

The user who is located in the shared zone can establish a direct connection to the MC or using

D4D connection to the PC. The total bandwidth of the system is assumed to be divided into

orthogonal sub-channels allocated for MC and PC. Without lack of generality, we focus in our

study on single PC of these dense cells. Then our scheme is easily applicable to the rest of

cells. In our scenario, We assumed that each tier has its own resource blocks and are not reused

in any other cell.
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Macro
Pico

D-UE

M-UE
P-UE

Shared Zone

Figure 3.1 Proposed Architecture Scheme

Hence, our objective is to select the best available PC’s relay which are not assigned to any

other mobile user in order to maximize the life time of PC’s moving user and to reduce the re-

jection rate of MC’s, which can be achieved by re-associating our PC-to-shared-zone moving

user via D4D communication (e.g. switch from direct to relayed association). By following

this methodology, the maximum number of users associated to PC directly or via D4D com-

munication are served and the congestion at MC is mitigated.

In the system model, users are located in the shared zone are allowed to directly associate to

MC or relayed to PC via D4D communication if available. The cells from different tiers differ

in terms of the power transmission.

In this chapter, the formulation of our problem is as follows. First, we assume that all users are

associated either with the Macrocell, or the pico cell, directly based on the highest SINR which

is calculated based on the sum of interference and denoted as follow;
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SINRmi =

(
Pmhmi

N0 +∑m∈M,m�=m Pmhmi

)
. (3.12)

Where SINRmi is the SINR if the user is associated with the MC. The subscript m indicates the

serving Macrocell and Pm & hm are its transmitted power and channel gain, respectively. M is

the set of all Macrocell in the system.

SINRpi =

(
Pshpi

N0 +∑p∈P,p�=s Pphpi

)
. (3.13)

Where SINRpi is the SINR if the user is associated with the PC. The subscript p indicates the

serving pico cell and Pp & hp are its transmitted power and channel gain, respectively. P is the

set of all small cells in the system. In our simulation we assume that the small cells that use

the same frequency resource are well-separated in the spatial domain such that the SINR term

is noise-dominated.

In the second step, due to the mobility the quality of the links changes. Hence, we perform

re-association for those users that moved a way from the pico cells and had link degradation.

We consider the case when there are no available resources at the Macrocell to serve these

users. We propose to re-associate these users with the pico cell via D4D communication. In

this case, we establish D2D link if SINRpri is greater that a threshold SINRth
pri, where:

SINRpri = min(SINRpr,SINRri) . (3.14)

where,

SINRpr =

(
Pphpr

N0 +∑p∈PC,p�=p Pphpr

)
. (3.15)

Where SINRpr is the SINR of the relay associated with the pico cell. The subscript p indicates

the serving pico cell and Pp & hp are its transmitted power and channel gain, respectively. P is

the set of all pico cells in the system.
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SINRri =

(
Prhri

N0 +∑r∈R,r �=r Prhri

)
. (3.16)

Where SINRri is the SINR between the user and the relay. The subscript r indicates the serving

relay and Pr & hr are its transmitted power and channel gain, respectively. R is the set of all

candidate relays. Then, the achievable data rate of the ith user, is found as:

Ri = B log2(1+SINRi), (3.17)

Where B stands for the bandwidth, and SINRi is the signal to interference and noise ratio for

the established link.

3.5 Proposed Scheme

Algorithm 3.1 Determination of user location

1 Input: All users U = 1, ....,MU
2 Output: Δ,UZonei

3 MCU = zeros(MCCapacity), PCU = zeros(PCCapacity),PC−D2DU = zeros(PCCapacity)
4 for i=1:M do
5 Calculate PPRXi & PMRXi using eq. 3.12& 3.13

6 if PPRXi
PMRXi

≥ δ then
7 HO Algorithm in zone 1

8 else if PPRXi
PMRXi

< 1 then
9 HO Algorithm in zone 2

10 else
11 HO Algorithm in shred zone

12 end
13 end
14 end
15 end
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The proposed algorithm composed of four different steps, namely, determination of user’s loca-

tion, handoff algorithm in MC’s zone, handoff algorithm in PC’s zone, and handoff algorithm

in shared’s zone. In the first step, the algorithm calculates the received signal from each cell

; consequently, the user location is determined based on the segmentation of the shared zone

parameter δ as described in the algorithm 3.1.

In our proposed scenario, two factors are taken into account which are the limited available

resources at each cell and described by the variable C; the other factor is link quality between

user and different relays. A relay is selected based on the best link quality among all candidate

relays using Hungarian assignment method (Kuhn (1955)).

3.5.1 Handoff Algorithm in Macro Zone

Algorithm 3.2 Handoff algorithm in Macro zone

1 Input: All users U = 1, ....,MU
2 Output: UZone,Uconnection
3 if UEi ∈ MUE then
4 keep UEi connected to Macro

5 else if LM <CM then
6 DUE = DUE −UEi
7 MUE = MUE +UEi

8 else if ∃UE jin shared zone & UE j ∈ MUE & ∃UEk ∈ PUE & d jk ≤ dth
D2D then

9 Apply Relay selection Algorithm

10 MUE = MUE −UE j +UEi
11 DUE = DUE −UEi +UE j
12 else
13 DUE = DUE −UEi % disconnect UEi
14 end
15 end
16 end
17 end
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After the locations are determined, the next step is to deal with handoff in MC zone. In this al-

gorithm, the scenario describes the case when mobile users is leaving the shared zone targeting

the Macro zone, in this case the available resources are checked at the targeting MC.

The moving user is admitted if the MC has available resources to serve this moving user; other-

wise, MC is overloaded. In this case our algorithm is attempting to avoid rejecting this moving

user without effecting the already admitted users in our system. This can be accomplished by

switching (e.g. offloading) one of the admitted users located in the shared zone and served by

MC to the SC via establishing D4D relaying.

The user that will be offloaded should be within the distance of D2D relaying and has at least

one candidate relay. If no user is available then the moving user status will be rejected, as

described in the algorithm 3.2.

3.5.2 Handoff Algorithm in Pico cell Zone

In algorithm 3, based on the information available in the system, the user can be identified to

which station is connected (Direct connection to MC or D4D connection to PC). If the user

is moving to the PC zone and already served by the PC through D4D connection, the system

will hand over the user from D4D connection to direct connection without any change in the

resource. Otherwise, if the user is served by the MC, then the system will attempt to hand over

the user to PC by reserving resources at SC in case of resource availability.

In case the PC is overloaded, the PC tries to avoid rejecting this moving user without affecting

the already admitted users in our system. This can be accomplished by switching (e.g. offload-

ing) one of the admitted users located in the shared zone and served by PC to the MC directly.

All the steps are described in more details in algorithm 3.3.
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Algorithm 3.3 Handoff algorithm in Pico cell zone

1 Input: All users U = 1, ....,MU
2 Output: UZone,Uconnection
3 if UEi ∈ PUE then
4 keep UEi connected to Pico ;

5 else if UEi ∈ DUE then
6 DUE = DUE −UEi
7 PUE = PUE +UEi;

8 else if LP<LP then
9 MUE = MUE −UEi

10 PUE = PUE +UEi;

11 else if ∃UEiin shared zone&UE j ∈ DUE then
12 DUE = DUE −UE j +UEi
13 MUE = MUE −UEi +UE j;

14 else
15 UEi ∈ DUE
16 end
17 DUE = DUE −UEi%disconnectedUEi

18 end
19 end
20 end
21 end

3.5.3 Handoff Algorithm in Shared Zone

In this algorithm, the system will attempt to response to user’s connection status. When the

user located in the shared zone is connected to the MC, then the system will keep it associated

to the MC to avoid the ping pong effect. But to reduce the probability of blocking for upcoming

users, the proposed algorithm will attempt to offload this moving user from MC to PC. If the

PC has available resources then the system will find the best relay that can establish a D4D

connection. If the user was connected to SC directly, then the system will try to find the best

relay to switch to D4D connection using the same resource. Otherwise, the user is connection

considered as D4D connection. Then the system will check the availability if using the same

relay or switching to other better relay. The steps are discussed in the algorithm 3.4.
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Algorithm 3.4 Handoff Algorithm in Shared Zone

1 Input: Uzone,Uconnection
2 Output: DUE ,MUE ,PUE
3 if UEi ∈ MUE then
4 if LP<CP then
5 if

(∃UE j ∈ PUE
)

&
(
di j ≤ dth

D2D
)

then
6 (MUE = MUE −UEi) & (DUE = DUE +UEi);
7 end
8 end
9 else if ∃UEi ∈ DUE then

10 if LM<CM then
11 (DUE = DUE −UEi)&(MUE = MUE +UEi);

12 else if (∃UEi ∈ PUE) &
(
di j ≤ dth

D2D
)

then
13 keep users connected to pico via D2D

14 end
15 else if

(∃UE jin zone 3
)

&
(
UE j ∈ MUE

)
& (∃UEk ∈ PUE) &

(
d jk ≤ dth

D2D
)

then
16

(
MUE = MUE −UE j +UEi

)
&

(
DUE = DUE −UEi +UE j

)
;

17 end
18 else
19 end
20 DUE = DUE −UEi % disconnected UEi

21 end
22 end
23 else
24 if LM ≤CM then
25 (PUE = PUE −UEi)& (MUE = MUE +UEi);

26 else if
(∃UE j ∈ PUE

)
&
(
d ju ≤ dth

D2D
)

then
27 (PUE = PUE −UEi) & (DUE = DUE +UEi);
28 end
29 else if

(∃UE jin zone 3
)

&
(
UE j ∈ MUE

)
& (∃UEk ∈ PUE) &(

d ju ≤ dth
D2D

)
then

30
(
MUE = MUE −UE j +UEi

)
&

(
DUE = DUE +UE j

)
&(

PUE = PUE +UE j
)

31 end
32 else
33 PUE = PUE −UEi % disconnected UEi
34 end
35 end
36 end
37 Keep UEi connected to Macro

38 end
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3.6 Simulation Result

3.6.1 Simulation Scenario

Table 3.1 Simulation parameters

Parameters Macro’s Value Pico’s Value
Bandwidth of channel (BW) 20MHz 5MHz

Transmission power 43dBm 30dBm

Carrier frequency 2.2 GHz 2.2 GHz

Transmission Gain 20dB 20dB

Received Gain 2dB 2dB

Radius of cell 500m 100m

Capacity per cell 75 users 25 users

Maximum Distance for D4D connection 50m 50m

Noise power spectrum N0 −174dBm/Hz −174dBm/Hz
Number of relays per PC - 20

Segmentation of shared zone parameter 1.06 1.06

Acceptable Packet Loss %20 %20

In our scenario, We considered a multi-tier HetNets consisting of single macrocell, single pico

cell, and user relays distributed within the range of PC using the defined parameters presented

in Table 3.1.

The locations of Macro cell, Pico cell, and user relays are supposed to be station, while cellular

users are dynamically moving in four directions. Moreover, all users are distributed randomly

in the coverage cells. In each quarter of MC coverage, we deploy single small cell.

We simulate and analyze the performance of our D4D re-association techniques, and com-

pare it with RSS method proposed in the literature in terms of number of admitted users and

throughput.
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3.6.2 Numerical Results

The following Figures show various performance results and emphasize the effectiveness of

the proposed solution.
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Figure 3.2 User distribution in the system

Figure (3.2) presents a chart illusterating the distribution of all associated users across the

system. As can be seen, there are Macro, Pico, D4D (relay) and disconnected users.

The figure shows Macro and Pico cell loads being nearly the same for both the proposed al-

gorithm and the RSS algorithm. However, even though the RSS based association algorithm

is higher for disconnected users, our proposed user re-assocation based on D4D algorithm is

much lower for the same user group because ours is more effective with mobile terminals that
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are relay-connected. Therefore, the proposed algorithm is able to reach more users within a

network than the RSS based association one, if the conditions are similar. This is further de-

scribed by the shared zone’s hand-off algorithm, which is employed for load-balancing user

traffic for Pico and Macro cells.
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Figure 3.3 Packet Loss Rate

Figure (3.3), Shows the cumulative distribution function for packet-loss rate (rejected calls)

in both the RSS based association and proposed algorithms using the D2D communications.

In comparison to the RSS based association algorithm, the proposed scheme gives a better

outcome regarding packet loss. Specifically, the proposed D2D algorithm curves shows a CDF

of packet loss of 95 for users, whereas the RSS algorithm shows a CDF of packet loss of

approximately 50. It seen that compared to the with the RSS based association algorithm, the
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proposed user re-association based on D4D communication scheme effectively reduce the the

average rejected calls which reflect in association more users.
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Figure 3.4 User’s Average Throughput

Figure (3.4) evaluates the average of user throughput distribution in the system for the proposed

scheme and the RSS based association algorithm. It can be seen that the proposed algorithm

curve clearly become better which exceeds the RSS based association algorithm curve. In

practically, the throughput of users which belong to the shared zone has been improved. This is

because the proposed scheme aims to maximize the link quality for all users by using the D4D

concept. by introducing the proposed scheme In addition, our proposed algorithm can achieve

proportional fairness rates among different users (Macro, Pico and D4D users) compared to the

RSS based associated based associated algorithm. It clearly seen that, in the proposed scheme,
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all the served users are achieving throughput higher than the minimum requirement while 50

% of users in the RSS based association are not achieving the minimum requirement.
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Figure 3.5 Average Blocking Probability Rate

Figure (3.5) charts the system’s average blocking probability rate with various numbers of users

in the system. As seen in the chart, increases in the total number of users boosts the RSS algo-

rithm’s blocking probability because Pico and Macro cells provide only limited bandwidth. On

the other hand, in our proposed algorithm, the blocking probability rate is not greatly impacted

by a rise in the number of users. The lack of impact to our algorithm and thus comparatively

better performance is due to use of users for relay connections, which enable more users into

the system without negative effects.
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3.7 Conclusion

Using users as relay connection is a promising solution to enhance user’s throughput and max-

imize the system capacity. 3GPP started supporting D2D communication in LTE-A Networks

(Rel.12). In this chapter, we introduced a D4D in HetNets environment to defer a handoff deci-

sion. The performance of our proposed scheme is evaluated in terms of average user through-

put, packet loss, user admitted in the system and blocking probability. Results show that by

applying our scheme, better performance can be achieved by improving the QoS and decreas-

ing the blocking probability. In future work, we will consider a new user into the system to

calculate the opportunity to accommodate upcoming calls.



CHAPTER 4

BALANCING D2D COMMUNICATION RELAYED TRAFFIC OFFLOADING IN
MULTI-TIER HETNETS.

The development of load balancing and relay selection in multi-tier networks is investigated

in this chapter. We formulate first the problem of relay selection and load balancing jointly

using K-M assignment method with an objective to maximize the number of offloaded users

via D2D relaying in balanced manner. Next, we model the problem as bipartite graph problem.

Third, we design a new utility function for solving the NP-Hard problem. The design of our

function considers the user-relay link qualities as well as the SCs’ capacity. Forth, we adopt the

Hungarian method with our matrix to select the optimal relay that maximizes the free resource

at each SC for each user. Finally, we develop a joint relay selection and load balancing scheme

that maximizes both the number of offloaded users and the load balancing index among SCs.

4.1 Introduction

The recent significant increase in growth related to mobile devices and their various applica-

tions is causing a massive spike in cellular data traffic levels. Cisco reported that, in 2016

(Cisco, 2017), cellular data traffic globally had topped seven exabytes per month and is ex-

pected to reach at least seven times that amount by 2021. However, the rapid growth in cellular

communications is already hitting a brick wall in the form of limited radio frequencies, which

means that data traffic requirements are becoming a major headache for cellular network oper-

ators.

In dealing with this issue, the operators are adopting two main approaches. The first one con-

cerns adding more spectrum by, for instance, using Wi-Fi (Lee et al., 2013) for cellular traffic

and expanding into 60GHz millimeter-wave territory (Daniels et al., 2010), while the second

approach involves enhancing the spatial efficiency of the spectrum. Both of these approaches

are based on the utilization of small cell architecture, (e.g., micro, femto and pico-sized cells).
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The advantage of using smaller cell sizes is that, operators are then able to install additional

base stations and also more efficiently re-use radio frequencies as a means to boost network

capacity (Ghosh et al., 2012). However, even though small cell architecture succeeds in en-

hancing the spatial efficiency, it also degrades its temporal efficiency. This is because smaller

cells cover significantly fewer users than larger cell architecture, thus resulting in reduced traf-

fic aggregation. One outcome of this solution is that the cell’s total traffic experiences wide

fluctuations, causing a very large "peak-to-mean" ratio. High temporal fluctuation of traffic

volume results in low spectrum temporal efficiency because operators typically allot cell spec-

trum according to peak traffic demands.

D2D concept is considered as a another solution to improve the spectrum efficiency by extend-

ing the small cell coverage (Lin et al., 2014). D2D communications is promising techniques

for meeting the demand of emergent 5G networks (Liu et al., 2015).

The rest of this chapter is organized as follows. The problem formulation is presented in

Section 4.3. Section 4.4 describes the system model included user’s association and relay

selection. The main steps of the proposed scheme are proposed in Section 4.5. The numerical

and simulation results are provided in section 4.6. Finally, conclusions are summarized in

Section 4.7.

The work related to this chapter has been published in (Omran et al., 2019a).

4.2 Related Work

The development of load balancing has attracted significant interest in both industry and aca-

demic communities.

A detouring traffic scheme has been proposed by (Kawamoto et al., 2014) to offload data traffic

using a D2D concept as a way where the intermediate user acts as a relay. Their goal was to

detour some of the overloaded macro cell users to adjacent lightly loaded SCs using D2D com-

munication. In their work, they formulate the intersection area between the coverage of users
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and the small cell which represent the location of relay users, then calculate the probability of

finding a relay in the intersection areas between user radius coverage and SCs radius coverage

with probability of users who can establish a D2D communication link. Another scheme using

the same technique proposed in (Liu et al. (2014)), the authors studied the benefit of using

D2D communication as a load balancing technique by presenting a heuristic algorithm with

four scenarios to transfer traffic from congested MCs to low loaded SCs aiming to release a

part of occupied resources for serving new users. They found the probability of releasing re-

sources at the congested cell and in other cells. Nevertheless, in both studies, the authors did

not discuss the load balancing (LB) and relay selections (RS) in detail.

Another scheme proposed in (Chen et al. (2015)), is targeting to schedule resource reuse and

energy efficiency for load balancing based on D2D relaying in three-tier heterogeneous net-

works. The aim was to mitigate the users’ interference using the same frequency band. Also,

they intended to increase the number of users served by MC with the fair capacity usage among

femtocell while i) meeting the minimum required SINR, ii) achieving high throughput, and iii)

increasing energy efficiency. Additionally, they mentioned unfair load distribution as a prob-

lem and went through minimizing the interference and resource allocation without addressing

the load balancing (LB) among cells.

The objective of (Jiang et al. (2017)) is to accommodate more users at congested macro cells

while balancing the unevenly load among macro and small cells. The authors formulate the

problem to improve the total throughput. They proposed D2D based strategy for load balancing

which consists of two-stages as relay selection and resource scheduling. In the first stage,

a Hungarian assignment method was used to schedule the optimal resource reuse that will

be allocated to the user relay (UR), which is done based by selecting the resource with the

minimum interference as a best resource for the URs. In the second stage, the optimal relay that

has the link with the highest data rate among the subset will be selected to serve the user. This

method focused on minimizing the interference while guaranteeing minimum requirement,

however load balancing among cells was not addressed.
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A Joint solution which considered both the resource allocation and D2D routing was presented

by (Zhang et al. (2018)). They started by decomposing the problem into two sub problems

aiming to maximize the sum rate with an attention to load balancing using iterative algorithms.

They used exploiting monotonicity to schedule the resource allocation, where they transformed

the resource scheduling sub problem into a Monotonic Optimization (MO) problem. Then, they

used an iterative convex relaxation approach to select the targeting cell that can provide the best

sum rate.

Another contribution introduced by (Cao et al. (2017)) manages to solve a cell association as

data offloading algorithm using D2D communication, where mobile users assist macro sta-

tions to offload some of the traffic to small cells. Their goal was to maximize the number of

admitted users through offloading some of the users at the macro cells to small cells in order

to avoid the congestion, simultaneously improving energy efficiency and network capacity in

HetNets. They expressed the offloading problem as a binary linear program to prove it as NP-

hard. Then they modeled it as a tripartite graph. In their optimization algorithm, they used

dynamic programming to obtain a solution which is close to the exact optimal solution with

reasonable computational complexity. Their results illustrate that the proposed scheme was

more related to user association than to offloading strategies where it improves the network

capacity, offloading efficiency, and energy efficiency. However, they also did not present any

load balancing techniques.

The work presented by (Deng et al. (2018)) analyzed the benefit of using D2D communication

relaying for load balancing with simple examples. They developed a solution for scheduling

the resources, including power transmission and time slots, considering stationary D2D route.

Additionally, they presented detailed descriptions on how D2D relaying communications can

achieve load distribution among cells and how to improve the network spectrum efficiency.
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4.3 Problem Formulation

In this work, we consider an objective function aiming to maximize the number of served MC

offloaded users using the SCs through D2D relaying in the same time we target maintaining

fairness among the SCs i.e., distributing the users among the different SCs in a balanced way.

In the sequel, we propose a joint relay selection and load balancing strategy in order to achieve

balanced load distribution among SCs in such scenarios. The main idea is to offload some of

MC’s users to SCs via D2D communication using the best available relays, which allows the

MC to release some of its resources and schedule them for new users. We define the number

of user in a cluster U as

U =
J

∑
j=1

Uj =
J

∑
j=1

( I

∑
i=1

Xi j +
I

∑
i=1

|Kj|
∑
k=1

Yik

)
, (4.1)

where Uj is the total number of users served in the jth SC. U = ∑J
j=1Uj is the total number of

users served in the cluster by all SCs. J is the number of SCs in the cluster. Consequently, our

problem can be formulated as follows:

maxU (4.2)

subject to:

J

∑
j=1

(
Xi j +

|Kj|
∑
k=1

Yik

)
≤ 1,∀i, (4.3)

I

∑
i=1

Yik ≤ 1,∀k, (4.4)

Uj ≤ BR j, (4.5)
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where I is the total number of users in the whole system. Kj is the set of available relays in

the jth SC and |Kj| represents its cardinality i.e., the number of available relays in the jth SC.

Xi j is an indicator for the link between the ith user and the jth SC. Yik is an indicator for the

link between the ith user and the kth relay. Xi j = 1 if the link between the ith user and the jth

SC has a quality γi j ≥ γT sd and Xi j = 0 elsewhere, where γT sd is the minimum accepted link

quality. Yik = 1 if min(γik,γk j) ≥ γT sd and Yik = 0 elsewhere, where γik and γk j are the quality

of the link between the ith user & the kth relay and the link between the kth relay & the jth SC,

respectively. In this work, we will use two possible criterion characterizing the link quality:

distance and signal-to-noise ratio, as will be detailed later.

The constraint (4.3) indicates that a user, if served, cannot have more than one connection. The

constraint (4.4) indicates that a relay, if serving, can not serve more than one user. Finally, the

constraint (4.5) indicates that the number of served users in each SC cannot exceed the number

of its resource blocks.

The users within a cluster are either directly connected to the base station (X) or through a

relay (Y ), as given in Equation 4.3. We shall consider the users in X as constant, so we only

need to focus on maximizing the number of users in Y . Thus, our problem can be reformulated

as follows:

max
I

∑
i=1

|Kj|
∑
k=1

Yik, (4.6)

subject to:
J

∑
j=1

( |Kj|
∑
k=1

Yik

)
≤ 1,∀i, (4.7)

I

∑
i=1

Yik ≤ 1,∀k, (4.8)

Uj ≤ BR j, (4.9)
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Note that the problem (4.6) can be formulated and represented by nodes in a bipartite graph

where one class of nodes are users and the other class are relays. Consequently, the problem

can be reduced to assignment problem and formulated as follows.

max
δn,m∈{0,1}

NOU

∑
n=1

NR

∑
m=1

Wn,m δn,m, (4.10)

subject to
NOU

∑
n=1

δn,m ≤ 1, n = 1, ...,NR, (4.11)

NR

∑
m=1

δn,m ≤ 1, m = 1, ...,NOU , (4.12)

δn,m = 0, ∀γn,m ≤ γth, (4.13)

NOU

∑
n=1

NR

∑
m,Rm∈SCj

δn,m ≤ Fj, j = 1, ...,NSC (4.14)

Where Wn,m are the elements of the utility matrix W that considers link quality and SCs load

state and is formulated in the proposed scheme, where γn,m is an indicator for the link between

the nth user and the mth relay based on the SINR, where γth is the minimum accepted SINR

link quality. The constraint (4.11) indicates that a serving relay, cannot serve more than one

user. The constraint (4.12) indicates that a served user, cannot have more than one connection.

The constraint (4.13) indicates that a user cannot be assigned if the link quality is below the

threshold γth. The constraint (4.14) indicates that the number of served users in each SC cannot

exceed the number of its available resource blocks (RB).



52

4.4 System Model

In this chapter, we consider an up-link multi-tier HetNets consisting of a single MC overlaid

with multiple SCs. The SCs are connected to the MC via a back-haul link based on optical fiber.

The SCs are grouped in non-overlapping clusters (Park and Kim, 2017), as shown in Figure

4.1. Without a lack of generality, we focus in our study on one of these clusters. Afterward,

our proposed study is easily applicable to the rest of the clusters. We assume a scenario, where

the MC offers a fraction of the available RBs to the SCs, used to offload users when the MC

is congested. We assume that this fraction is not used by the MC and is only kept for the SCs.

We denote by NB the number of RBs within this fraction.

Figure 4.1 Macro with Small cells clustering

We study the case where the MC is congested and the SCs are not fully loaded. In this case, the

MC tries to offload some of its users, located outside the range of SCs, to these SCs in order

to be able to accept new upcoming users. Moreover, we consider that the idle users located

within the range of each SCs, are willing to assist other users by acting as relays.
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In the rest of this chapter, we denote these users by "relays". We assume that each relay can

serve only one user at a time using the same RB and two-way relaying (Sboui et al., 2016).

As a result, the uplink communication is affected by the interference coming from all users

and relays in neighbor SCs that are using the same RB. Consequently, an offloaded user is

expected to be served by an SC via a D2D relay located in its neighborhood. This cooperation

is important to offload the MC traffic to SCs to be able to serve upcoming MC users that might

be out of the SCs range.

Hence, our objective is to select the users that will be offloaded, denoted by offloadable users

(OUs). Let NOU be the number of users to be offloaded, i. e.Offloadable users and NR the

number of available relays. Also, we denote NSC the number of SCs within the considered

cluster. We aim to assign the maximum number of OUs to the SCs via the available relays

while (i) respecting the SCs’ loads limits, (ii) balancing the load among the SCs.

We assume that for each SC, its load is limited to Lmax users, i.e., a given SC is not able to

serve more than Lmax users at a time. However, at the moment where MC is planning to offload

some of the OUs, each SC is already serving a certain number of users. We denote by Fj,

j = 1, . . . ,NSC, the of number free spots in the jth SC. Table 4.1 describes all the notations used

in the system.

Table 4.1 Summary of variable and notation symbols

Notation Description
Fj Load of SCj

NOU Number of offloadable users in the cluster

NOU,candidate Number of offloadable users that meet the link quality with at least one relay

NOU,Served Number of offloadable users served after assignment

NR Number of relays in the cluster

NR,candidate Number of relays that meet the link quality with at least one user

NR,Serving Number of relays serving offloaded users based on our scheme

NSC Number of SCs in the cluster
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4.5 Proposed Scheme

This section describes our proposed scheme to solve the problem 4.10 and define the final

solution as an N ×M assignment matrix noted Δ containing binary elements denoted by δn,m,

where δn,m is 1 when an assignment is made, 0 otherwise. Since we are aiming to maximize

the number of served users using SCs through D2D relays in a balanced way. We also aim to

optimally assign the set of relays to the set of users in a way that achieves our objective. To

solve the systems given in Equation 4.10, we take three main steps. First, we determine the

set of users and relays. We denote the set of offloadable users as NOU and the set of candidate

relays as NR. Then, we build the link quality matrix which we denote as Wnm. The elements of

this matrix are weights computed by a custom utility function, to be described in Section 4.5.2.

Finally, we formulate problem as an assignment problem and employ the K-M assignment

method to solve it.

4.5.1 Nomination of Offloadable User and Candidate Relays

The objective of this step is to reduce the number of possible links in order to reduce the

space of feasible solutions. In fact, instead of considering all the possible user-relay links, we

focus only on links that are likely to be selected. We call step nomination of user and relay

candidates. For this reason, we adopt two link quality methods to nominate a user-relay link

based on the Euclidean distance and the SINR as described below:

a. Distance method: Given a predefined distance threshold dth, any link that has a range less

than or equal to this distance threshold is selected.

b. SINR method: Given a predefined threshold SINR γth, any link, that has an SINR greater

than or equal to this threshold, is selected.

Note that, the SINR estimation is performed based on the link distance as well as the informa-

tion available at the MC.
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In order to compute the SINR value for a user to an SC link, a relay to an SC link, and a user to

a relay link, we distinguish two types of users: direct users and relayed users. For direct users,

the SINR of the nth user served by the jth SC is given as:

SINRb
n, j =

⎛
⎜⎜⎜⎝

Phb
n− j

N0 +
NOU

∑
ṅ=1,ṅ�=n

Phb
˙n− j +

NR
∑

m=1
Phb

m− j

⎞
⎟⎟⎟⎠ . (4.15)

where SINRb
n− j is the signal-to-interference plus noise ratio for the nth served user occupying

the bth resource block; NR is the total number of relays selected in all SCs to serve the users;

N0 is the system terminal noise; P is the transmitted power which is assumed to be the same

for all users and relays; h is the channel gain and j indicates the corresponding SC.

For users which are served via relays, we consider the minimum SINR of the two links, MC

users relays link and relays -SCs link. Since the SINR for user -relay link is not significative to

the communication. considering Users have two relays and these relays are belong to the same

SC or two different SC. When the link between user and first relay is better than the second

relay, the communication link between the relay and SC for the second relay could be better

than the first relay. Since, the SINR link quality for the relayed user is based on both links

(user-relay link and relay-SC link), the link quality is calculated as follow:

SINRb
n−m− j = min

(
SINRb

n−m,SINRb
m− j

)
. (4.16)

Where, SINRb
n−m and SINRb

m− j are the SINRs from the user to its serving relay and from the

relay to its serving SC, respectively, where all are occupying the bth resource block, and they

are calculate as:
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For the first link (user-relay link) the SINR is obtained as:

SINRb
n−m =

⎛
⎜⎜⎜⎝ Phb

n−m

N0 +
NOU

∑
ṅ=1,ṅ�=n

Phb
ṅ−m +

NR
∑

ṁ=1,ṁ�=m
Phb

ṁ− j

⎞
⎟⎟⎟⎠ , (4.17)

For the second link (relay-Sc link), the SINR is obtained as:

SINRb
m− j =

⎛
⎜⎜⎜⎝

Phb
m− j

N0 +
NOU

∑
ṅ=1,ṅ�=n

Phb
u̇−m +

NR
∑

ṁ=1,ṁ�=m
Phb

ṁ−m

⎞
⎟⎟⎟⎠ . (4.18)

The list of all users and relays that have at least one qualified link are collected and named

NI,candidate and NK,candidate, respectively, as detailed in the first part of the proposed Algorithm

4.1.

4.5.2 Designing The Weight Function for Utility Matrix

Recall that our objective is to offload the MC users located outside the SCs while maintaining

a balanced load among these SCs. In order to achieve this objective, we model our problem as

a bipartite graph using a new weight function to compute the edge weights. Then, we use the

K-M algorithm to find the optimal one-to-one matching.

To implement the assignment in our scenario, we define the utility matrix that correspond to

the weight of each association, Wn,m as follows:

Wn,m =

⎧⎪⎨
⎪⎩

1+
Fj

Lmax
, if Mn,m = 1 and Rm ∈ SCj

0, otherwise

(4.19)
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Note that as 0 ≤ Fj
Lmax

≤ 1, the Hungarian algorithm will give more importance to the assign-

ments with higher weights in a given SCs. Hence, the utility matrix W is defined to consider

the user-relay links quality as well as the SC available free spots. Note that the K-M algorithm

maximizes the utility function while performing a one-to-one assignment.

Algorithm 4.1 Dynamic D2D load balancing scheme

1 Input: All MC users n = 1, ....,NOU , Fj,γth, dth, Lmax, All available relays m = 1, ..,NR

2 Output: Δ,FFinal
j

3 M = zeros(NOU ,MR), W = zeros(NOU,Candidate,MR,Candidate)
4 for n=1:NOU do
5 for m=1:NR,candidate do
6 Calculate γn,m using eq. 4.16

7 if γn,m ≥ γth and dn,m ≤ dth then
8 Mn,m = 1

9 end
10 end
11 end
12 Remove all rows and columns of M that have zeros

13 M = NOU,Candidate ×NR,Candidate
14 for n=1:NOU,candidate do
15 for m=1:NR,candidate do
16 Calculate γn,m using eq. 4.19

17 if Mn,m = 1 then
18 Wn,m = 1+Fj/Lmax
19 else
20 Wn,m = 0

21 end
22 end
23 end
24 Apply the K-M Algorithm on W and obtain Δ
25 if Δ does not respect constraint eq 4.14 then
26 Remove users above Lmax that have worst γn,m
27 end

Consequently, we propose that, in order to consider the user-relay link quality, the element

Wn,m should be set to 1 whenever γn,m ≥ γth. Then, to consider the SC free spots, the element

Wn,m should contain the fraction of available spots
Fj

Lmax
for the relays in the jth SC. Defined
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as such, the K-M algorithm is applicable to our scenario and the relay selection that where the

SCs are balanced in load can be obtained.
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Figure 4.2 Flowchart of the proposed scheme
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4.5.3 Optimal Assignment Matching and Fairness Assignment

Recall that our aim is to maximize the utility weight function matrix W that we defined in the

subsection (4.5.2).

To achieve this, we chose the K-M method to obtain the maximum weighted graph. Since the

K-M optimizes the utility function while maximizing the number of assignments. Therefore,

to find the user-relay assignment, we apply the K-M algorithm on our utility matrix W .

However, the resulting solution only satisfies the constraints (4.11), (4.7), and (4.13). There-

fore, if the corresponding assignment does not respect the jth SC capacity constraint in (4.5),

the users assigned to the relays of SCj are removed from the result of the assignment, one by

one till reaching Fj assignments. The choice of the removed users is based on link quality.

In other words, the users associated with the lowest link quality are removed. These removed

users are not offloaded and continue to be served by the MC. In the last step, the MC informs

all SCs about the resulting assignments to establish the D2D links and releases the resources

that were occupied by these offloaded users.

Our proposed assignment scheme is summarized in Algorithm (4.1) and flowchart (4.2).

4.5.4 Complexity Analysis

If we perform an exhaustive search and compute the number of served users based on all

possible link possibility, the computational complexity of the exhaustive search, CES can be

obtained by

CES = O ((maxNOU ,NR)!) (4.20)

In our proposed algorithm, the computational complexity is related to the complexity of the

Hungarian algorithm which is reduced to a polynomial time as follows :

CHungarian = O
(
N2

OU NR
)

(4.21)
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Hence, the proposed algorithm is efficient as it solves the problem in a polynomial time.

4.5.5 Computing the Fairness Index

In this chapter, we used the Jain fairness index to evaluate the fairness among SCs and users

(Jain et al. (1984)).

The following equation defines the fairness index (FI) number of users in each SCs and NSCs

indicates the number of SCs in the cluster.

FI =

(
NSC

∑
j=1

∑m,Rm∈SCj δn,m

)2

NSC
NSC

∑
j=1

(
∑m,Rm∈SCj δn,m

)2
(4.22)

The SCs can be balanced when the index value is equal to 1 (SCs have equal loads).

4.6 Simulation Results

In this section, we perform Monte Carlo simulation in order to evaluate the performance of our

proposed scheme. We mainly target evaluating the capability to admit more users in balanced

way.

We compare the performance of our proposed scheme with two different relay selection method

proposed in the literature. The first method is called random relay selection (RS), where each

user can select relay randomly from all available candidate relays. The second method is called

nearest relay (NR) which uses distances from the user to all candidate relays as a selection

parameter, where the relay with the minimum distance is selected as a serving relay.

Table 4.2 lists the main simulation parameters related to the used channel models, transmitted

power, distance, and SINR thresholds, etc.
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We assume that each SC has 30 RB that are reused in the other SCs. Each user can only occupy

one block resource. Hence, the maximum number of users that can be accommodated by all

SCs is 120. The Jain fairness index is used to evaluate the fairness among SCs as described in

equation 4.22.

Table 4.2 Simulation Parameters.

Parameters Value
Small Cell Radius 35 m

Maximum UE number 20-180

Maximum UE transmit powerPt 20 dBm

The minimum distance between SC 100m

Pathloss exponentα 3

Noise power spectrumN0 -174 dBm/Hz

Resource block BandwidthB 180 KHz

Maximum D2D transmission Distance 30

SINR threshold γT sd 10dB

Minimum SINR Threshold 10dBm

Maximum block resource per SC 40 BR

number of relays per SC 15

shadowing (standard) 3dB

We compare the performance of our proposed schemes with three relay selection methods

proposed in the literature as benchmarks:

a. Random User Relay Selection (Random RS), where each user can select a relay randomly

from available candidate relays (Chen et al., 2015).

b. Nearest User Relay Selection (Nearest RS) where the relay with the minimum distance is

selected as a serving relay (Chen et al., 2015).

c. Hungarian method Min-dist approach or Max-SINR approach (Chithra et al., 2015), where

the objective function is to minimize the global distance i. e., selecting the set of relays

that minimizes the total user-relay distances.
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Our proposed schemes based on the SINR as link quality is denoted by "Proposed D2D-SINR",

and propose a scheme based on our algorithms but with a link quality based on the distance

only and is called “Proposed D2D-dist".

4.6.1 Simulation Scenario

We consider a single cluster consists of four SCs that are connected via controller and exchange

information with the MC through X2 interface. We assume the coverage areas of the SCs to be

non-overlapped circles that cover together about 40% of the cluster area. We consider the case

where the cluster is located close to the edge of the MC. During our simulation, we consider

MC is congested. Users are distributed randomly in the cluster area while outside the SCs

coverage according to a Poisson Point Process with parameter λ that takes values between 10

to 60 users.

In our simulation, We consider two different scenarios where the parameters are the same in

each one except the previous load in SCs are different. Users that are located in the region of

the SCs are assumed to be connected directly to their corresponding SCs and considered as

existing load. However, users that are not within the SCs coverage are considered to be MC

users and candidates for offloading. We assume that each SC has 30 block resources and can

be reused in the other cells i.e., a spectrum reuse factor of 1. Each user can occupy only one

block resource; hence, the maximum of users that can be accommodated by all SCs is 120.

Table 4.2 lists the main simulation assumptions including the used channel models, transmitted

power, distance and SINR thresholds, etc, to illustrate the variance random distribution results

in varying load for each SC. The number of users distributed in each SCs in the first scenario

is as [12 15 10 11] where we can see the SCs are closer to each other in load which mean they

are are semi balanced and the second scenario as [1 15 5 10].

We created this two scenarios to illustrate the efficiency of the proposed scheme and how it can

achieve the load balance among SCs compared to the other schemes. It also shows the impact

of the previous load on the load balancing.
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4.6.2 Numerical Results

The following Figures show various performance results and emphasize the effectiveness of

the proposed solution.
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Figure 4.3 Total number of offloadable users in semi-balanced existing load

scenario

Figure 4.3 and 4.4, show the total number of offloadable users in relation to the total number

of served users for the semi-balanced existing load and significant imbalanced existing load

scenarios. The results show the performance levels for the various schemes, which here are

listed as Random RS, Nearest RS, Proposed D2D-Dist, Proposed D2D-SINR, and K-M min-

Dist. As can be seen, an increase in the offloadable user numbers highlights the benefit of our

proposed schemes, with Random RS and Nearest RS giving the best outcomes. This is because
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the K-M algorithm, which perpetually considers the global assignment, maximizes probability

acceptance levels for new users. As shown, applying the K-M algorithm to a range of utility

functions will not have an impact on admitted user numbers for users accessing any of the

proposed schemes such as D2D Dist or D2D SINR. This is because it admits additional users

to the system as well as but also provides optimal relay selection, thus causing more balanced

load distribution for SCs.
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Figure 4.4 Total number of offloadable users in significant imbalanced existing

load scenario

In both scenarios, we clearly show that the two proposed D2D schemes, as well as the K-M

min-Dist scheme, serve the same high number of users which is higher than the remaining two

schemes. As the number of offloadable users increases, the advantage of using our proposed
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scheme, despite the optimization method, compared to the Random RS and the Nearest RS

schemes prevails.

The reason behind this result is related to the fact that the K-M algorithm always considers

the global assignment. Hence, the K-M algorithm maximizes the probability of accepting new

users.
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Figure 4.5 Load balancing index among SCs in semi balanced load scenario

Figure 4.5 and 4.6 show the total number of offloadable users in relation to the Jain Fairness

Index among SCs in a semi balanced existing load and significant imbalanced existing load

scenarios. As can be seen, the proposed schemes show a significant improvement in outcomes

in nearly every aspect compared to Random RS and Nearest RS schemes. Furthermore, in

every case, the proposed schemes provide a higher Fairness Index because the proposed util-
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Figure 4.6 Load balancing index among SCs in significant imbalanced existing

load scenario

ity function enables relays to assigned to respective users, even as a balanced load of SCs is

maintained. We are then able to offload the greatest number of users possible, even while re-

taining the highest Fairness Index possible. It is worth noting that any variation in performance

for K-M schemes disappears with increasing numbers of users in relation to available relay

numbers.

The comparison of figure 4.5 and 4.6 illustrate, when an existing load turns unbalanced, the

proposed schemes offer better advantages regarding load balancing indices. So, for instance, if

an existing load becomes semi-balanced, the improvement if we apply our proposed schemes

is shown to be below 1%. On the other hand, in cases where there is significant imbalance

of an existing load, the improvement offered by using the proposed schemes ranges from 4%
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to 5%. Thus, the more unbalanced the existing load, the more effective our schemes become.

This is important, considering that the majority of users typically have two or more candidate

relays on different SCs. Hence, the proposed schemes not only handle the load balancing but

also the relay selection.
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Figure 4.7 Offloading efficiency in significant imbalanced existing load

scenario

Figure 4.7 shows the total number of offloadable users in relation to offloading efficiency for

a variety of different listed schemes in semi-balanced existing load in the SCs. The offloading

efficiency is defined as the ratio between the number of actual offloaded users to the number

of offloadable NOU . We show that our schemes based on the K-M approach performs the same

and keeps admitting new users as long as there are enough available relays in the system. If the
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number of offloadable users exceeds the number of available relays, the offloading efficiency

for all schemes decreases.
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Figure 4.8 Offloading efficiency in significant imbalanced existing load

scenario

Figure 4.8 shows the offloading efficiency in significant imbalanced existing load among SCs.

This offloading efficiency is defined as the ratio between the number of actual offloaded users

to the number of offloadable NOU . We show that our schemes based on the K-M approach

performs the same and keeps admitting new users as long as there are enough available relays

in the system. If the number of offloadable users exceeds the number of available relays, the

offloading efficiency for all schemes decreases.
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Figure 4.9 and 4.10 show one of the important factors to be considered when comparing the

different studied approaches, namely fairness among users.
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Figure 4.9 Load balancing index among users in semi-balanced

load scenario

Figures 4.9 and 4.10 show the total number of offloadable users in relation to the Fairness Index

among users for a variety of listed schemes in both scenarios. Because the Fairness Index is a

critical factor when comparing methods, we measure the rates of fairness for individual users

in the system. To do so, the user Fairness Index is calculated as a function of offloaded user

numbers. In applying the proposed D2D-SINR scheme, we compare various SINR thresholds

(γth=0, 5, and 10 dB) as a means to control link quality for offloaded users prior to initiating

the user-relay association. Specifically, a lower threshold translates to increased numbers of

candidate relays available for every user. Furthermore, a low threshold permits us to maintain
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balanced loads for SCs while at the same time maintaining optimal link quality for offloaded

users. From this, we can see that the utility function that relates to the SC balance also relates

to users with link quality that is good enough to attain a rate level that is acceptable.
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Figure 4.10 Load balancing index among users in significant

imbalanced existing load scenario

We compare various SINR thresholds (γth=0, 5, and 10 dB) as a means to control link quality

for offloaded users prior to initiating the user-relay association. Specifically, a lower threshold

translates to increased number of candidate relays for every user. Furthermore, a low threshold

permits us to maintain balanced loads for SCs while at the same time maintaining optimal link

for offloaded users. From this, we can see that the utility function that relates to the SC balance

also relates to users with link quality that is good enough to attain a rate level that is acceptable.
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Figure 4.11 Total number of offloadable users per SC

in significant imbalanced existing load scenario

Figure ( 4.11) presents a chart showing the distribution of users across the small cells by the

different schemes proposed based on distance, proposed based on SINR, and the proposed

based on the traditional K-M respectively. As seen, we consider 4 SCs with different prelimi-

nary loads. In addition, we consider different scenarios for the number of admitted users. The

blue bar indicates the previous load in each cell which represent the direct served users and is

constant, while the orange bar indicates the number of relayed users in each scenario. The fig-

ure shows the total number of admitted users are the same for both the proposed algorithm and

the K-M algorithm. However, even though the K-M has a higher user admittance compared to

the random and nearest, our proposed scheme is much more sensitive regarding the new users

because it is more effective with load distribution, where it gives a priority to admitted users at

the SC with low resource usage. Therefore, under similar conditions, the proposed algorithm
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can reach more users within a network than all the other algorithms. This is further described

by the utility function, which is employed for load-balancing user traffic among SCs.
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a) SC1’s relayed users (previous load =1)
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b) SC3’s relayed users (previous load =5)

10 15 20 25 30 35 40

Total number of offloadable users

0

2

4

6

8

10

12

14

T
ot

al
 o

f s
er

ve
d 

re
la

ye
d 

us
er

s 
in

 S
C

2

Proposed D2D-Dis
Proposed D2D-SINR
K-M with Min Dis

c) SC2’s relayed users (previous load =15)
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d) SC4’s relayed users (previous load =10)

Figure 4.12 Offloadable users association with different

scenarios

Figure 4.12 illustrates the user association in a scenario of four SC with different numbers of

offlaodable users. We observe that our proposed scheme associated more users to the lightly

loaded cell compared to the traditional K-M algorithm. This is Because, when the number

of available relays is not limited ( more than one candidate relays ) and the relays belong to

different SCs, this results in various assignment and thus, the association has high priority

when the number of offloadable users is higher.
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4.6.3 Proposed Solution Evaluation

We evaluate the performance of the proposed solution by performing Monte Carlo simulation

where we run 10000 trials for different density of users and number of SCs (defined here as

the ratio ν = Offloaded users
Total users directly served in the SCs), the efficiency of our utility function (defined as

η = Fairness using our approach
Best possible fairness ) increases,and J is the number od SCs. As the system gets more

loaded Figure 5.11 shows that in the worst case scenario of having a limited number of users

and SCs, our approach achieves not less than 85% of the maximum possible fairness. As

the system gets more congested with more SCs, our approach almost achieves the maximum

possible fairness. Our simulations show that the worst achieved performance of our utility

function in terms of achieving the maximum fairness takes place when we have a very limited

number of SCs and very lightly loaded system.
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Figure 4.13 Ratio of variance previous load and

offloaded users
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4.7 Conclusion

In this chapter, we studied the relay selection and load balancing of D2D relaying concept in

clustered SCs. We first presented the beneficial of using user acting as relay and how can assist

offloadable users based on D2D communications. Then, we presented a novel weight utility

function considered the link quality and load at targeting SC. Additional, load distribution

algorithm based on D2D with K-M method is presented. In the numerical results, we showed

that our proposed scheme preserves the same number of users as the traditional approaches

(i.e., using global minimization/maximizing of distance/SINR), while achieving a higher load

fairness index among small cells, as well as a higher rate fairness index among users. The

positive impact of our proposed schemes is even higher in the case of significant imbalanced

initial load among small cells.



CHAPTER 5

3D DEPLOYMENT OF MULTIPLE UAVS FOR EMERGING ON-DEMAND
OFFLOADING.

The deployment of dense UAVs is investigated in this chapter. We show that deploying bal-

anced UAVs can be modeled as an optimization problem using a pattern search method, taking

advantage of the k-means algorithm to accelerate the processing of initial location which results

in a remarkable deployment time reduction. We aim to maximize the number of served users

while balancing the load among UAVs. We determine the location of the UAVs that maximizes

the profits.

5.1 Introduction

With the exponential data traffic demand as well as the occurrence of natural disasters, fast-

deployed wireless networks has received much attention from both academic and industrial

perspectives. In particular, unmanned aerial vehicle (UAV) communications are proposed as

a solution to recover from sudden damage in the terrestrial wireless networks as well as other

similar issues such as temporary crowded events.

From another side, emergent 5G networks are expected to provide mobile users with enhanced

quality of service (QoS) related to lower latency, higher data rate, and lower power consump-

tion. In this context, UAVs, as flying Base stations, are introduced to meet the dynamic unex-

pected demand. In addition, UAVs can improve user’s QoS of users by enhancing the coverage

and increasing the capacity. Hence, the location of these UAVs should be precisely determined

to serve more users given the available capacity. However, determining the UAV location is

one of several challenges facing network operators. Additional, The density and variance in

demand and load are also issues that still exist and need to be solved when locating the UAVs.

To the best of our knowledge, finding the number of UAVs and their locations that maximize the

system profit was not presented in the literature. In particular, We focus on multiple UAVs and
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demonstrates departure and arriving control is possible at the operators. The main objective of

this chapter is to investigate the deployment of dense UAVs aiming to maximize the operator’s

profit considering each UAV’s capacity.

The rest of this chapter is organized as follows. In section 5.2 discussed the related work.

The problem formulation is presented in Section 5.3. Section 5.4 describes the system model

included channel model. The main steps of the proposed scheme are proposed in Section 5.5.

The numerical and simulation results are provided in section 5.6. Finally, conclusions are

summarized in Section 5.7.

The work related to this chapter has been submitted to wireless communication letter.

5.2 Related Work

In the literature, a heuristic algorithm has been proposed by (Kalantari et al., 2016) to find

the 3D location for UAVs as aerial BSs aiming to maximize the coverage area. Moreover,

they started by determining the minimum number of needed drones to serve all the users lo-

cating within the targeting region based on the capacity constraint. They used practical swarm

optimization as a technique to solve the problem where they consider the capacity constraint.

The work proposed by (Alzenad et al., 2017) studied the 3-D placement problem of a single

drone as access point aiming to maximize the number of covered users considering various

of quality of service demand. The author modeled the problem as multiple circle placement

problem then proposed an exhaustive search algorithm searching through all the candidate

locations to achieve the optimal 3-D location of a drone.

The author in (Mozaffari et al., 2016) proposed a method of deploying multiple UAVs, offering

the maximum optimal coverage aiming to maximize the coverage performance and at the same

time minimizing the overlapped area among UAVs using a directional antenna. However, the

authors used a circle packing theory as a method to find the optimal location targeting to reduce



77

the number of hover UAVs needed considering the same altitude. The limitation of this work

is the author focusing on minimizing the overlapped area while omitting the user’s services.

The work in (Sun et al., 2018) presented a method that partitioned a given area into sub-regions

aiming to balance the load among them. In the first part, they divided the area into sub regions

with an equal number of users. They then used a backtracking line search algorithm to locate

the drone in a place where it can minimize the maximum traffic demand.

The authors (Akarsu and Girici, 2018) presented a heuristic algorithm to locate multiple drone

deployment aiming to maximize the fairness of the achieved rate of subscribers. They presented

algorithm based on practical swarm optimization (PSO) associated with near optimal method

that consume less time than others. In the result the authors shows the algorithm maximizes

the sum rate without showing a fairness among users.

The optimal 3D placement for deploying multiple UAVs has been investigated by (Mozaffari

et al., 2016), aiming to maximize the whole coverage area using directional antennas. They

used the global method as a method to determine the 3D location aiming to mitigate the inter-

ference by reducing the overlapping area among drones.

The work presented in (Mozaffari et al., 2015) investigated the deployment of two drones base

stations aiming to maximize the area coverage and minimizing the distance among drones.First,

they analyze the optimal altitude for the drones that minimizes the power transmission. Then,

they studied the location of drones taking into consideration two different scenarios of interfer-

ence among drones.

The author in (Galkin et al., 2016), proposed an algorithm for deploying multiple UAVs aiming

to offload users from fixed stations considering the capacity of each UAV. They started by

partitioning the users into some clusters using the K-means clustering method. They then

select the number of users that can be offloaded from fixed stations. Finally, the limitation of

this work is that the rest of the users will be served by fixed station.
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A heuristic algorithm has been proposed by (Lyu et al., 2016) to locate the mounted base

station (MBS), the algorithm seeking to minimize the number of MBSs to cover all the ground

terminal (GT) with ensuring that each GT is within the coverage of at least one MBS. The

proposed algorithm started locating the MBS sequentially one by one starting from the furthest

location on the area perimeter until covering all the GTs.

The work in (Sharma et al., 2018), proposed a novel idea of deploying ultra-drones architec-

tures. their goal was to reduce the cost of mobile operators; meanwhile, the size of drones can

be as femtocell and Pico cells. The authors in (Lyu et al., 2017), proposed a UAV aided fixed

station to offload users located at the edge, aiming to maximize all the users throughput. In

The UAV offloading strategy, the UAV starts hovering in cyclically shape along the cell edge

to serve the suffered users.

5.3 Problem Formulation

The objective of the UAVs deployment problem is to determine: i) the number of UAVs to be

deployed and ii) their deployment locations. The main aim is to achieve a maximum profit

while satisfying both the QoS and capacity constraints. We define the profit as P = G −C ,

where G and C represents the total gain and costs, respectively. The gain G is calculated as:

G =
NU

∑
i=1

ND

∑
j=1

Pservice δi j, (5.1)

where NU is the number of users and ND is the number of UAVs. Where Pservice is the price of

service that each user is paying and δi j is binary variable defined as follows:

δi j =

⎧⎨
⎩1 if the ith user is served by the jth UAV

0 otherwise
(5.2)

In other words,

δi j = 0 if di j > R j (5.3)
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where R j is the coverage radius of the jth UAV.

The cost C represents the total costs that the operator pays to run the UAVs and is calculated

as:

C =
NU

∑
i=1

ND

∑
j=1

Pi j Cpower δi j +
ND

∑
j=1

CUAV , (5.4)

where Pi j and CUAV are the transmit power and the service cost of the jth UAV, respectively and

where Cpower is the cost of a unit of the power. Hence, the expression of the profit is given by

P =
NU

∑
i=1

[
ND

∑
j=1

[
Pservice δi j −Pi j Cpower δi j

]−CUAV

]
, (5.5)

P =
NU

∑
i=1

[
ND

∑
j=1

[
Pservice −Pi j Cpower]δi j −CUAV

]
. (5.6)

In our studied scenario, the corresponding optimization problem is given by:

max
ND,Xj,Yj,Hj

P (5.7)

subject to:

ND ≤ Nmax
D , (5.8)

NU

∑
i=1

δi j ≤ RBmax, ∀ j (5.9)

ND

∑
j=1

δi j ≤ 1, ∀i (5.10)

δi j ∈ {0,1} (5.11)
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The constraint in (5.8) indicates that the maximum number of available UAV should not be ex-

ceed. The constraint in (5.9) indicates that the number of users served by a UAV cannot exceed

the available number of resource blocksRBmax. Note that this problem is a combinatorial prob-

lem due to the binary constraint (5.11), the problem is a non-deterministic polynomial-time

hard (NP-hard) problem. The solution of this combinatorial problem cannot be found analyt-

ically and an exhaustive search (ES) method based on mesh grid can approximate the optimal

solution. However, due to the high complexity of ES, we propose a low complexity algorithm

based on a combination of K-means and pattern search optimization technique.

5.4 System Model

We consider an area covered by a macro cell (MC) where the number of users exceeds its

capacity due to a temporary crowded event attracting multiple new users. The total number

of these new users, called offloaded users, is NU . The users are randomly distributed and are

denoted by the set U = {u1,u2, . . . ,un} and their coordinates are ui = (xi,yi). A set of UAVs

are planned to be deployed over the same area to alleviate the load on the macro-cell by serving

the offloaded users. These UAVs are similar in terms of capacity and power consumption. In

our scenario, a user is assigned to a UAV if he falls within its transmission range as shown

in figure 5.1. We denote by RBmax the maximum number of resource blocks that each UAV j

can provide. In addition, the UAVs are allowed to change their altitude, within the regulated

altitude range, to reduce the transmission power.

5.4.1 Channel Model

The channel between the UAV and the users is called air to ground channel. It is modeled by

jointly considering the line of sight (LoS) and non-line of sight (NLoS) components along with

their occurrence probabilities separately (Al-Hourani et al. (2014)). For a given ith user and jth

UAV, the path loss for both LoS and NLoS are expressed by

PLLoS = 20log(
4π fcdi j

c
)+ηLoS, (5.12)
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Figure 5.1 Association of Macro with damaged back-haul

PLNLoS = 20log(
4π fcdi j

c
)+ηNLoS, (5.13)

where fc and c represent the frequency and the speed of light, respectively, where di j is the

distance between the user and the UAV expressed by

di j =

√(
Xj − xi

)2
+
(
Yj − yi

)2
+
(
Hj −hi

)2
, (5.14)

where (Xj,Yj,Hj) and (xi,yi,hi) are the coordinates of the jth UAV and the ith user, respectively,

where ηLoS and ηNLoS are the average of additional losses to free space propagation loss which

are related to the environment.

From another side, the probabilities of LoS and NLoS are given by

PLoS =
1

1+aexp(−b(180
π θi j −a))

, (5.15)
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PNLoS = 1−PLoS, (5.16)

where a and b are constants based on the system environment and θ i j is the elevation angle

between the user and the UAV given by tan−1(
h j
di j
). Hence, the average path loss is given by

PL(dB) = 20log(
4π fcd

c
)+PLoSηLoS +PNLoSηNLoS, (5.17)

5.5 Proposed Solution

From (5.6), maximizing the profit is equivalent to maximize the number of served users for

the same number of UAVs. Hence, in our proposed algorithm we first determine the number

of UAVs. Then, we the locations of the UAVs as clusters that covers the maximum number of

users. Finally, we determine the altitude of each UAV within each cluster.

5.5.1 Preliminary Number of UAVs

In this step we aim to find an estimate N̂D of the total number of UAVs, needed to cover all

users. For this estimation, we assume that the users are located in a way that each UAV can

cover exactly its capacity. Clearly, this estimate N̂D presents a lower bound of ND.

The first step is to determine the minimum number of UAVs where all their resource blocks

will be used, as NDmin =
⌊

NU
RBmax

⌋
where �·	 is the floor operator. Then, we compute the number

of non served users as

Nnon−served
U = NU −RBmaxNmin

D (5.18)
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Finally, if the profit of serving the non-served users is higher than the cost of one UAV, an

additional UAV needs other than the N̂D UAVs. Consequently, the estimate N̂D is updated as

N̂D =

⎧⎪⎪⎨
⎪⎪⎩

N̂D, if CUAV > Nnon−served
U (Pservice −Pmax

i j Cpower),

N̂D +1, otherwise.

(5.19)

where Pmax
i j is the maximum transmit power of the UAVs. We repeat this step until the N̂D

remains the same.

5.5.2 Finding the 2D Locations of the UAVs

To find the UAVs 2D location, we propose to use the K-means method along with the pattern

search (PS) technique (Hooke and Jeeves, 1961).

The advantage of the pattern search is that it is simple, easy to implement and only needs the

ability to evaluate the function at a point. However, this method requires initial points that

should be wisely chosen to reduce the search time.

5.5.2.1 Initial UAV 2D Locations

We propose to use the k-means method to find the initial locations of the UAVs. The advantage

of the k-means is the efficiency in clustering unlabeled data into groups (Hartigan and Wong,

1979). Its objective is to group the N̂U users into N̂D UAVs.

The K-means algorithm starts by N̂D random UAVs locations. Then, the algorithm iterates

between i) assigning users to the nearest UAV ii) relocating the UAVs to the centroid of its

assigned users, until the locations are not changed. The assignment in i) is performed between

the ith user and a the jth UAV if
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∥∥∥(Xj − xi
)2

+
(
Yj − yi

)2
∥∥∥<

∥∥∥(Xk − xi)
2 +(Yk − yi)

2
∥∥∥∀k ∈ N̂D.

The relocation in ii) is performed by moving the UAV to the centroid of the users within the

corresponding cluster. For a cluster denoted by CL j, the coordinates of its new centroid are

(Xj,Yj) =

(
1

NU, j
∑

Ui∈CL j

xi,
1

NU, j
∑

Ui∈CL j

yi

)
(5.20)

where NU, j is the number of user within the cluster CL j.

After the end of the K-means step, the resulting clusters’ centroids present the initial locations

of the next step which is the pattern search where the locations are tuned in order to take into

consideration the limited capacity of each UAV.

5.5.2.2 Final 2D Locations

The final 2D location are the determined using PS algorithm based on the initial location pro-

vided by the k-means algorithm.

The PS aims to tune the location of the UAVs to minimize the sum of the differences between

the capacity of each UAV and the corresponding number of served users. These differences are

presented by the objective function SN̂D
given by

SN̂D
(X1,Y1, · · · ,XN̂D

,YN̂D
) =

N̂D

∑
j=1

∣∣RBmax −NU, j
∣∣ (5.21)

The PS starts by finding a direction around the initial locations in the 2D plan in which the

objective function decreases when moved with a step denoted by Δ. Then the movement to the

new position is performed.
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Afterwards, the PS iterates until the objective function is higher in the new point. In this case

δ is reduced and the PS iterates again until no improvement found.

Note that after finding the final locations, if the number of users to be served is higher than

RBmax, the furthest users, above RBmax, are disassociated.

5.5.3 Analysis of a Supplementary UAV Supply

After finding the final UAV locations, we found that some users might not be served due to one

of the two reasons: i) the user is within the coverage of a UAV that has a saturated capacity

as explained at the end of the PS step, or ii) the user is not in any of the UAV range. Hence,

we need to check if adding a new UAV would increase the profit. The total number of the non

served users is denoted by Nnon−served
U and is computed as

Nnon−served
U = NU −Nserved

U (5.22)

where Nserved
U is the number of served users after the PS step. Then N̂D is updated again using

(5.19). In the case where N̂D is incremented, we repeat the process of finding the new 2D

locations using the k-means and the PS until no more UAV are needed.

5.5.4 Calculating the UAV Altitudes

Once the 2D UAV locations are set, we determine the altitudes based on the furthest user

included in the coverage area of the UAV with a distance denoted by dmax. We also denote

by R the UAV coverage radius corresponding to the maximum transmit power assuming an

omni-directional antenna. Hence, the altitude of the UAV is determined by

HD
j =

√
R j

2 −dmax2 (5.23)
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5.5.5 Summary

To conclude, Algorithm 1 presents the summary of the proposed scheme.

Algorithm 5.1 Proposed UAV 3D Deployment

Input : (xi,yi,hi), a,b, ηLoS, ηNLoS, γ , hlowest ,

1 1: Determine the estimate N̂D;

2 2: Initial (Xj,Yj) Locations using Hungarianeans;

3 3: Final (Xj,Yj) using PS;

4 4: If new UAV is needed, increment N̂D and go to 2:;

5 5: Else ND = N̂D ;

6 6: Determine the altitudes Hj using (5.23);

Output: (Xj,Yj,Hj), and ND

5.6 Simulation Results

In this section, we use Matlab in order to evaluate the performance of deployment strategy.

We mainly target evaluating the capability to increase the profit taking into consideration the

capacity of each UAV. We compare the performance of the proposed strategy with two different

method proposed in the literature.

5.6.1 Simulation Scenario

In our simulation, we consider a square area of size 1 Km with number of users that varies

between 100 to 500. the users are distributed randomly in the area according to a Poisson

Point Process (PPP). We assume the number of UAVs are deployed based on the number of

needed UAVs. We assume that each UAV can admit 25 users. The area is assumed to be urban

area and the air to ground channel parameters are b = 0.16 ,a = 9.61, ηLoS = 1 ηNLoS = 20

, and frequency is fc = 2GHz which were presented in (Al-Hourani et al. (2014)). We also

present the performance of the proposed 3D UAVs deployment in term of location and user

association to allocate bandwidth to the network users and compare it to well know clustering
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methods matched with basic Voronoi diagram, i.e., k-means, and planned cellular network.

Our evaluation criteria plot the number of served users against various number of users in the

network. Since the planned cellular method should divide the deployment are by equal sized

blocks, hence, we consider the case of 4, and 16 UAVs, which compares our proposed schemes

to the k-means and the planned cellular schemes. The results are the average of 100 number of

runs.

5.6.2 Numerical Results
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Figure 5.2 Potential total profit v.s number of UAVs in the

plreliminary phase

Figure 5.2. Shows the effect of the number of UAVs on the systems profit, in the preliminary

phase, for various number of users ranging from 80 to 240. We notice that profit highly depends
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on both the number of UAVs and the number of served users where the profit is decreasing and

increasing functions of the number of UAVs. Also, we notice that for a given number of users,

there is a specific number of UAVs that gives the highest profit. For instance for 140 users the

maximum value of profit that can be achieved is 32 when deploying 6 UAVs.

Hence, this relationship between the profit and the number of UAVs is used to determine the

preliminary number of UAVs in our scheme.

50 100 150

 Number of offloadable users

65

70

75

80

85

90

95

100

U
se

rs
 s

er
vi

ng
 e

ffe
ci

en
cy

 

Proposed  Scheme
Cellular scheme
Kmeans scheme

Figure 5.3 Users serving efficiency v.s number of users in 4 UAVs scenario

Figure 5.3 shows the percentage of served users verses the number of offloaded users called

serving efficiency of our proposed scheme compared to cellular and k-means (K-mean without

using Pattern search method) schemes. We observe that the proposed scheme associated more
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users compared to the other schemes when the number of users are closer to the number of

available resources.

Figure 5.3 and 5.4 show the percentage of served users verses the number of offloaded users

called serving efficiency of our proposed scheme compared to cellular and k-means (K-mean

without using Pattern search method) schemes. As depicted in the figure 5.3 and 5.4, the

proposed scheme outperforms the traditional K-means scheme as well the planned cellular

scheme by serving more users especially for NU = 100 when the number of UAV s = 4 and the

number of Nu = 400 when the number of UAV s= 16. In other words, the optimum performance

is observed when the number of available resources matches the number of offloaded users in

the system.
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Figure 5.4 Users serving efficiency v.s number of users in 16 UAVs scenario
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The reason of this high performance is that our proposed scheme takes advantage of the UAVs

mobility and optimizes their locations according to the temporal density of the mobile users. In

other words, unlike both the traditional k-means and planned cellular methods, our proposed

scheme takes into consideration both the link quality and the number of users per UAV during

the deployment.
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Figure 5.5 Final UAV locations and user association in 4 UAVs scenario

Figure 5.5 show the resulted UAVs 2D locations of the proposed scheme and the corresponding

and the area partition. The partition borders are based on Voroni diagram based on equal

distance from UAV neighbors. We show that the users are associated with UAVs in a way

ensuring equal cell size and high quality of service (QoS) due to association with a relatively

close UAV.
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5.7 Conclusion

In this chapter, we studied the problem of 3D UAVs deployment to serve offloaded users from

congested or damaged macro station while maximizing the operator’s profit. We propose to

combine the k-means and pattern search algorithms to find the optimal UAV locations. In the

numerical results, we showed that our proposed method presents higher users association and

profit compared to adopting only the k-means clustering or the classical hexagonal cellular

deployment.





CHAPTER 6

CONCLUSION, FUTURE WORKS, AND LIST OF PUBLICATIONS

6.1 Conclusion

The high exponentially growing demands experienced in emergent networks and the dynamic

mobility nature of the users, can cause a serious congestion problem in the network and dra-

matically deteriorates the overall performance. These particular issues require to consider the

overall traffic distribution in concentrated areas and develop a scheme to allow the offloading

to other network accesses in a balanced manner. The solution to these issues were considered

into three folds approaches.

In the first fold, the usage of low power nodes and device-to-device (D2D) communication is

exploited in a different manner. A new design named Device-for-Device (D4D) is proposed.

In this approach, an intermediate devices is used as a relay for a device moving away from its

access cell. The main issue considered by this approach is to have a seamless handoff which

automatically reduces the number of possible rejected calls of a moving device. The Hungarian

assignment method is used to select the best relay. The first contribution did not consider load

balancing between small cells. The simulation results show that the proposed scheme can

significantly increase the number of admitted users and improve the throughput in the system

while reducing the blocking probability. The D4D proposed scheme has been compared with

RSS method.

In the second fold, the load balancing and relay selection are studied jointly to offload traffic

from heavily loaded macro cell (MC) to small cells (SCs). However, offloading new users may

result in an unfair load distribution among small cells and consequently may affect the quality

of service of some users. To achieve better performance and reduce blocking probability, the

load balancing among small cells should be considered when traffic from macro to small cells is

offloaded. A cooperative approach is introduced to verify if one of the devices can be engaged

in the communication process as a relay. Kuhn-Munkres (Hungarian) method has been adapted
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to maximize the fairness index among cells, where the load from MC to SCs, and among

SCs, are considered. The results are compared to previous works. The simulation results

show that the proposed scheme increases the number of admitted users in the system, and

achieves a higher load balancing fairness index among small cells. Furthermore, this scheme,

the Balanced D2D using adapted Hungarian method, achieves a higher rate fairness index

among users by adjusting the signal to interference plus noise ratio (SINR) threshold, and

has been compared to random relay selection, the nearest relay selection and the traditional

Hungarian method aimed to maximize the SINR.

The last fold, is a contribution in this thesis dealing with a situation when the backbone infras-

tructure is damaged due to an uncontrollable reason. In this specific situation, the Unmanned

Aerial Vehicles (UAVs) utilization is proposed to be used in the affected area with an objective

to maximize the operator’s profit. The main issue in using UAVs is to find their optimal loca-

tion to gain the maximum profit and coverage. The k-means clustering method associated with

the pattern search technique is used to find the optimal UAVs location. In the simulation it is

clearly shown that this approach increases the number of admitted subscribers in the network

and achieves a higher load balancing among UAVs. The proposed approach, k-means cluster-

ing method associated with the pattern search, is compared to the k-means and planned cellular

network.

The proposed algorithms have significantly improved the load balancing in situations where

congestion occurs in unequal distribution amongst the neighboring cells. Furthermore, the

admission control has not been affected and the quality of service has been stabilized for all

the devices. This work has demonstrated a progressive approach in the use of D2D and UAV.

6.2 Future Works

The study of the offloading efficiency and load distribution of multi-tier networks based on

D2D and UAVs is an interesting and an important topic. Therefore, we suggest the following
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multiple extensions to the research study performed in the D2D communication relaying and

UAVs deployment.

With respect to D2D, it is important to consider the handoff operation when the current relays

become out of reach and the user needs to continue his communication using a new relay. Soft

handoff is required in this situation. It is however necessary to study the process of the selection

and change to the new relays.

With respect to UAVs, there are multiple challenges related to UAVs as future base stations.

One of these challenges is the energy efficiency and life time of the UAV battery. We propose

to extend our work to consider an energy efficient UAV deployment in which the battery level

of each UAV is part of the deployment process.

In the long term, an important topic is the hand over of UAVs. In fact, even within an energy

efficiency deployment, UAV batteries will be discharged in the long term. Hence, we propose

to replace the UAVs while avoiding links interruptions. We can extent our algorithm by adding

a UAV hand over step where any UAV with low battery level is replaced by a UAV with fully

charged battery.

6.3 List of Publications

Below is the list of publications delivered from the work related to this thesis:

Journals

Omran, A., Kadoch, "Balancing D2D Communication Relayed Traffic Offloading in Multi-

Tier HetNets," in International Journal of Communications, Network and System Sci-

ences, vol.12, no.06, pp.75 Scientific Research Publishing.2019;

Omran, Allafi.,Sboui, Lokman., Kadoch, Michel "3D Deployment of Multiple UAVs for

Emerging On-Demand Offloading," submitted to wireless communications letter in Oc-

tober 09 2019;
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Conferences

Omran, A., BenMimoune, A. & Kadoch, M, "Mobility management for D4D in HetNets,"

2017 IEEE 30th Canadian Conference on Electrical and Computer Engineering (CCECE),

Windsor, 2017, pp. 1-5.

Omran, A., Sboui, L., Rong, B., Rutagemwa, H. & Kadoch, M, " Joint Relay Selection and

Load Balancing using D2D Communications for 5G HetNet MEC " 2019 IEEE Inter-
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