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Amélioration de la qualité d’image de l’échographie Doppler transcrânienne

Shreyank GUPTA

RÉSUMÉ

L’échographie Doppler transcrânienne (TCD) est une méthode échographique qui mesure la

vitesse du flux sanguin (FV) des vaisseaux cérébraux. L’utilisation de l’échographie TCD est

très intéressante en raison de sa nature non invasive et de sa portabilité. Bien que le TCD soit

recommandé dans les cliniques, son utilisation est entravée dans des cas comme le vasospasme

puisque le calcul du débit sanguin est requis. Le calcul du débit sanguin nécessite une mesure

précise du diamètre du vaisseau sanguin, et il ne peut être calculé que lorsque la qualité de

l’image est bonne. Le problème avec le TCD réside dans la faible énergie ultrasonore qui

pénètre à l’intérieur du cerveau, ce qui conduit à un faible rapport signal / bruit. Cela est

dû à plusieurs effets, notamment l’aberration de phase, les variations de la vitesse du son

dans le crâne, la diffusion, la discordance d’impédance acoustique et l’absorption du milieu à

trois couches. Cette thèse cherche à pallier ces limitations dans un premier temps à travers le

développement d’un modèle analytique qui étudie l’effet des pertes par transmission du aux

variations impédance acoustique. Ce modèle calcule le coefficient de transmission dépendant de

la fréquence pour une couche de peau et une épaisseur osseuse données. Cette approche a été

validée expérimentalement en comparant les résultats analytiques avec des mesures obtenues à

partir d’une plaque fantôme osseuse imitant le crâne. Les résultats ont montré qu’il était possible

de choisir une fréquence d’excitation optimisée en fonction de la peau et des épaisseurs osseuses

améliorant la qualité d’image du TCD. Sur la base de ces résultats, des expériences Doppler ont

été réalisées sur la plaque fantôme osseuse plate en tenant compte de l’effet de désadaptation

d’impédance acoustique. Les résultats ont permis la aux fréquences ayant un SNR élevé de la

FV aux fréquences ayant un SNR élevé. Les débits sanguins ont été calculés, ce qui a montré

une grande cohérence entre les différentes expériences. L’adaption de l’émission ultrasonore à

une surface irrégulière telle qu’utilisée en contrôle nondestructif a par la suite été investigué

pour la fenêtre temporale. Un modèle éléments finis a été utilisé pour démontrer le concept. Des

expériences ont été réalisées sur cinq fantômes d’os temporal différents ayant des épaisseurs, une

atténuation et une texture différentes. Les résultats disponibles de ces expériences ont montré

une énergie transmise plus élevée avec une onde compensée en surface. Dans l’ensemble, les

résultats obtenus à partir de ces travaux ont jeté les bases d’une étude in vivo afin de quantifier

le taux de réussite du TCD à l’aide des méthodes proposées.

Mots-clés: Échographie médicale, ondes ultrasonores massives, échographie Doppler, traite-

ment du signal, impédance acoustique





Improvement of Image Quality of Transcranial Doppler Ultrasound

Shreyank GUPTA

ABSTRACT

Transcranial Doppler (TCD) sonography is an ultrasound method that measures blood flow

velocity (FV) from the cerebral vessels. The use of TCD sonography is highly attractive as a

modality because of its non-invasive nature and portability. Although TCD is recommended

in the clinics, its usage is hindered in cases like vasospasm, which requires blood flow rate

calculation. Blood flow rate calculation requires accurate measurement of the diameter of the

blood vessel, and it can only be calculated when the image quality is good. The problem with

TCD lies in the low ultrasonic energy penetrating inside the brain through the skull which leads

to a low signal-to-noise ratio. This is because of several effects including phase aberration,

variations in the speed of sound in the skull, scattering, the acoustic impedance mismatch, and

absorption of the three-layer medium made up of soft tissues, the skull, and the brain. Secondly,

there is also an energy loss because of the texture of the temporal bone. This thesis seeks to

mitigate such limitations firstly through the development of an analytical model that studies the

effect of transmission losses because of the acoustic impedance mismatch on the transmitted

energies as a function of frequency. To do so, the wave propagation model will be shown from

the ultrasonic transducer into the brain. This model calculates frequency-dependent transmission

coefficient for a given skin and bone thickness. This approach was validated experimentally

by comparing the analytical results with measurements obtained from a bone phantom plate

mimicking the skull. The results showed that there is a possibility to choose an optimized

excitation frequency based on the skin and the bone thicknesses improving the image quality of

TCD. Based on these results, Doppler experiments were performed on the flat bone phantom

plate considering the acoustic impedance mismatch effect. The results allowed the visualization

of FV in the blood vessel phantom for the selected frequencies for which there is a high SNR. It

was also shown in the results that there were some frequencies for which Doppler measurement

was not possible because of low SNR. Blood mimicking fluid flow rates were calculated, which

showed great consistency across different experiments. Doppler experimental results showed

a major dependency on acoustic impedance mismatch. Surface adaptive ultrasound (SAUL)

method, a well-known method in non-destructive testing (NDT) was proposed to mitigate the

effect of transmitted energy losses due to the irregular surface of the temporal bone phantom.

Firstly, a finite element model (FEM) using POGO is proposed, which implemented the SAUL

method to calculate the difference in the transmitted energy with a plane wave and surface

compensated wave. The results got from FEM laid a proof of concept for the experiments.

Experiments were performed using five different temporal bone phantoms having different

thicknesses, attenuation, and texture. The results available from these experiments showed

higher transmitted energy with a surface compensated wave. Overall, the results obtained from

this work laid a strong background to do an in-vivo study for larger samples to quantify the

success rate in TCD using the proposed methods.
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INTRODUCTION

Stroke is the second leading cause of death in developed nations, and in fact, in Canada, one

person dies every seven minutes from stroke (Donkor, 2018). There are other diseases like

sickle disease and vasospasm which further add to the statistics of the death rate caused by

cerebrovascular disease. At present, doctors mainly rely on X-ray computed tomography (CT)

for diagnosis (Smith, Roberts, Chuang, Ong, Lee, Johnston & Dillon, 2003). The problem with

diagnosis using CT scans is that they cannot be performed repeatedly because of the exposure to

harmful radiation. There is therefore a need for a system which can be used often for monitoring

while also providing reliable information about a patient’s health. Transcranial Doppler (TCD)

may provide an answer to this challenge. TCD uses ultrasonic waves which are non-ionizing

and safer to use than CT. TCD currently helps in diagnosing cerebrovascular diseases of the

brain by detecting variations in blood flow velocity (FV). It is also inexpensive and portable.

The other important advantage of TCD is that, it can be repeated multiple times in a day and

can also be used for monitoring the blood velocity. TCD was first introduced by (Aaslid, 1986).

A frequency in the range of 2-2.5 MHz is, nowadays typically used. The reflections of the

moving red blood cells measure the blood velocity through the Doppler effect. A typical image

captured by a TCD system is shown in Fig. 0.1 using focused US waves. The captured image

is reconstructed using the color Doppler technique which shows FV as well as the direction

of blood flow. To determine blood flow information, this image is often superimposed on a B

mode image (Moorthy, 1993). In a color Doppler image, the particles moving towards the probe

are shown in red. This phenomenon is happening in the middle cerebral artery (MCA). The

particles moving away from the probe are shown in blue. This phenomenon is happening in the

anterior cerebral artery (ACA). There is also an area within the image where mixing of red and

blue occurs. This mixing is contained inside the white circle and is because of aliasing which

will be discussed in Section 1.6.1. There are also different techniques to capture Doppler data

such as power Doppler, continuous wave Doppler, pulsed wave Doppler and spectral Doppler as
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mentioned in (Moorthy, 1993). However, in this thesis, color Doppler was chosen as the primary

method to determine blood flow. This method was preferred since the FV and the flow direction

can be calculated. Moreover, the diameter of the vessel can be estimated from a B-Mode image

therefore resulting in an estimation of the blood flow.

Blood velocity 
from ACA

Blood velocity 
from MCA

Aliasing

Figure 0.1 A TCD image showing blood FV in red and blue. Red pixels show blood particles

flowing towards the transducer in the middle cerebral artery (MCA). Blue pixels show blood

particles flowing away from the transducer, in the anterior cerebral artery (ACA). There is also

blue color mixed with red color shown in the white circle which is due to aliasing. The low

contrast of the image masks the internal features of the brain including the vessel boundaries

(Ultrasound, 2012)

.

The first step to perform a TCD measurement is to find an area of the skull where it is easy for

the ultrasounds (US) to penetrate. These areas are called windows. The three main windows for

accessing the cerebral arteries are shown in Fig. 0.2a. The transtemporal (temporal) window is
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used to expose the MCA, the ACA, and the posterior cerebral artery (PCA), and the terminal

portion of the internal carotid artery (ICA). The transorbital (orbital) window exposes the

ophthalmic artery (OA) as well as the ICA. The transforaminal (occipital) window exposes

vertebral arteries (VA) and the basilar artery (BA) (Sarkar, Ghosh, Ghosh & Collier, 2007). TCD

aims to detect the blood flow velocity (FV) in the insonated arteries and to display information

as a velocity-time waveform as shown in Fig. 0.2b. The peak point of this curve is called peak

systolic velocity (PSV) and the bottom valley is called end-diastolic velocity (EDV). Clinicians

use the measured PSV and EDV to help in the diagnosis of cerebral vasospasm, intracranial

pressure and stroke.

a) Transcranial brain vessels b) Doppler spectra

Figure 0.2 (a) Transorbital, transtemporal and transforaminal windows are the parts of the

skull from where TCD measurements can be performed (Sarkar et al., 2007)
(b) Received Doppler spectrum from the MCA showing the blood flow towards

the emitter because it is on the positive velocity scale, a Doppler spectrum

with negative velocity scale reflects blood flowing away from the emitting

device (Sarkar et al., 2007).



4

0.1 Challenges faced by TCD

One of the key challenges which TCD faces is to detect vasospasm. Measuring flow rate

(rather than just blood FV) is important for the detection of vasospasm. Blood flow rate can

be determined if the diameter of the vessel is known. It is proportional to blood FV and the

square of the vessel diameter. The contrast in current TCD images is too low to measure it

accurately. Conventionally, the blood FV of the MCA increases to more than 120 cm/s in the

case of vasospasm and it keeps increasing up to a critical point as the artery narrows down. After

that critical point, the blood FV decreases drastically, as shown in the Fig. 0.3. At points A and

B of the Fig. 0.3, the blood FV is the same despite a narrowing of the vessel. Misinterpretations

about vasospasm can occur if the diameter is not known. This is the reason vasospasm is more

strongly correlated with the blood flow than the blood FV.

A B

Figure 0.3 This figure shows the FV variation as

the diameter of the vessel reduces. The x-axis shows

the reduction of the diameter, and the y-axis shows

the peak systolic velocity. Points A and B in the

image produce ambiguity in detecting vasospasm

since at both points the FV remain the same despite

narrowing of the vessel (Alexandrov et al., 1997).
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0.2 Motivation

Though TCD many advantages in diagnostic applications, including, for example, the estimation

of intracranial pressure, the use of TCD is often limited in the clinical environment. The

reliability of the TCD velocity profile is not generally accepted by the medical community

(White & Venkatesh, 2006) because some diseases are more correlated to the blood flow as

compared to the blood FV. Adding to that, less than 10% of stroke patients are treated accurately

because the current TCD systems have poor image quality which makes blood flow measurement

difficult for early detection (Thomas, 2017). So, the primary motivation behind this work is the

successful measurement of the blood flow through the skull. Successful measurement of blood

flow might be possible by improving the image quality of TCD systems.

In TCD, poor image quality is basically because too little US is transmitted to the brain. Poor

transmission in the brain is because of the presence of the skull in the ultrasonic wave propagation

path. Two effects which make ultrasonic transmission poor are: (1) attenuation and (2) acoustic

impedance mismatch. The acoustic impedance mismatch has a complex relationship with the

frequency whereby there is a loss in the transmitted energy at the different interfaces along

the ultrasonic wave propagation path. This effect is shown in Fig. 0.4, which was obtained

via an analytical model described in the section 2.2.1 and shows how much acoustic energy is

transmitted through the skin and bone at 2 MHz.

For many combinations of skin and bone thickness, the model predicts near-zero energy

transmission because of the acoustic impedance mismatch between the skin and the bone. Image

formation would not be feasible with such low energies. There is also a strong loss of signal

because the attenuation in the skull is high and is a function of frequency. This causes a low

signal-to-noise ratio (SNR) which directly correlates to the contrast in the images. Because

of this low contrast, clinicians are not always able to see the vessels in images, making blood

flow measurements difficult. However, on might argue that poor transmission can be solved
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by providing higher voltages to ultrasonic emitting device. However, the U.S. Food and Drug

Administration (FDA) recommends a maximum spatial-peak temporal-average intensity of 90

𝑚𝑊/𝑐𝑚2 for applications in the brain. The maximum transmitted intensity is directly related to

the voltage transmitted by the ultrasound system and the design of the probe (Alder, 2002).
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Figure 0.4 Transmitted energy as a function of skin and bone thickness. The figure shows a

simulated map of the ultrasonic energy transmitted to the brain using a center frequency of 2

MHz.

0.3 Objectives

The purpose of this thesis is to develop a method which allows visualization of blood vessels

beneath the bone and therefore successfully measure the blood flow. The measurement of the

blood flow requires the blood FV as well as the blood vessel diameter. Thus, the objectives of

this thesis are to:
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1. Optimize and design a probe specifically for TCDmeasurements based on matching acoustic

impedance. Using designed probe, perform a simulation and an in vitro experimental study

to identify the optimal frequency as a function of the soft tissue and bone thicknesses in a

flat bone phantom plate.

2. Validate the feasibility of Doppler imaging using the optimal frequencies identified in

objective 1

3. Reduce the distortion of plane waves as they propagate through a bone with an irregular

surface to enhance the transmission of ultrasonic waves.

0.4 Thesis Organization

Chapter 2 begins with a general description of ultrasonic waves propagation which is followed

by a literature review of ultrasonic probe characterization, different kinds of image formation

using ultrasonic waves, Doppler blood FV estimation and its relation to blood flow.

Chapter 3 presents an analytical model for the effect of frequency on acoustic impedance

mismatch, taking into account skin and bone thickness. It also presents an experimental

validation of the model, and results that suggest optimal frequencies to be used for given skin

and bone thicknesses.

Chapter 4 presents the validation of the optimized frequencies found in chapter 3 when applied

to Doppler ultrasonography. Thereafter, blood flow is calculated for the selected optimized

frequency for a flat bone phantom.

Chapter 5 presents the concept of using surface compensated ultrasonic waves compared

with conventional plane wave imaging. The chapter ends with results demonstrating that

combining acoustic impedance matching and surface compensated ultrasonic waves does

improve transcranial B-Scan images compared to the conventional methods.
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Lastly, this work is summarized in Chapter 6. Discussion of the two approaches (acoustic

impedance mismatch and improving distorted plane waves), as well as future avenues towards

improvement of the TCD imaging, are discussed. The necessary future work and the identification

of shortcomings of the current approaches are also presented.



CHAPTER 1

LITERATURE REVIEW

This chapter first gives information about the general theory of ultrasonic wave propagation

relevant to this thesis. The topics which are covered in the literature review are probe design,

image formation typically used with US, Doppler processing, and lastly ultrasonic wave

propagation through irregular bone surfaces.

1.1 Brief introduction

US is an acoustic wave with a frequency that is above the upper limit of human hearing at

20 kHz. US are mechanical waves that transmit the energy of a particle step by step to other

parts of the medium. The propagation of the energy can be parallel or transverse relative to the

direction of propagation as shown in Fig. 1.1. The waves which travel parallel to the direction

of propagation are called longitudinal waves and those travelling perpendicular to the direction

of propagation are called transverse waves. All materials support longitudinal waves. However,

transverse waves can travel only in solids and viscoelastic fluids. This thesis considers only the

propagation of longitudinal waves. Acoustic waves are fundamentally non-linear waves, but

usage of linear theory for diagnostic US is normally accepted as it captures all the important

information without going into complex analysis (Pietrangelo, 2013). For this thesis, linear wave

propagation was considered.

Mathematically 1-D plane wave propagation (Ludwig & Levin, 1995) can be represented by Eq.

1.1

𝜕2𝑝(𝑧, 𝑡)

𝜕2𝑧
=

1

𝑐2

(
𝜕2𝑝(𝑧, 𝑡)

𝜕𝑡2

)
(1.1)

where 𝑝 is the acoustic pressure, 𝑐 is the velocity of the medium in which the US travels, 𝑧 is the

direction of travel and 𝑡 is the time. The speed of sound 𝑐 in Eq. 1.1 depends on the mechanical
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Direction of propagation

Displacement

D
isplacem

ent

(a) Transverse wave

(b) Longitudinal wave

Figure 1.1 Diagram showing different types of ultrasonic wave in nature. Transverse wave

travel perpendicular and longitudinal wave travels parallel to the direction of propagation.

properties of the medium as given in Eq. 1.2

𝑐 =

√
1

𝜌0𝑘
(1.2)

where 𝜌0 is the mean density of particles, and 𝑘 is the adiabatic compressibility of the material

(Jensen, 1996).

When ultrasonic wave travels, it loses its energy as it propagates through attenuation. Attenuation

in bones and soft tissue can arise from several complex phenomena and is difficult to explain

solely from the fundamental equations. But the three primary sources of attenuation are: (1)

absorption, (2) scattering, (3) mode conversion (Hoskins, Martin & Thrush, 2010). There are

several models which combine various energy loss to give a single equation based on frequency
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(Pietrangelo, 2013) as given by Eq. 1.3

𝛼( 𝑓 ) = 𝛼1 𝑓 (1.3)

,where 𝛼1 is dependent for a specific medium in which an ultrasonic wave travels and 𝑓 is the

frequency of oscillation. Typically 𝛼( 𝑓 ) is expressed in dB.

Another important component in which there is a loss of energy is the characteristic acoustic

impedance 𝑍 . Acoustic impedance measures the extent to which a system opposes an acoustic

flow when an acoustic pressure is applied to it as shown in Eq. 1.4 where 𝑝 is the pressure

applied and 𝑢 is the acoustic flow. Using Eq. 1.4, another definition of acoustic impedance (𝑍)

can be derived which depends directly on the density (𝜌) and speed of sound (𝑣) in the material

as shown in Eq. 1.5 (Randall, 2012). Once the US travels through the interface between two

media, the transmission of energy is reduced because of acoustic impedance mismatch along the

propagation path.

𝑍 =
𝑝

𝑢
(1.4)

𝑍 = 𝜌𝑣 (1.5)

Whenever ultrasonic wave interacts with the interface between two media, there is a reflection and

transmission of energy through the examined medium. This reflection and transmission occur

because of the change in acoustic impedance. The higher the acoustic impedance difference

between US emitting device and medium under examination, the higher the reflection will

be. Reflection from the medium can be specular or diffusive depending on the ratio of US

wavelength and interaction size. Specular reflection happens where boundaries are much larger

than the acoustic wavelength and can be analyzed using basic ray theory. In ray theory, when an

ultrasonic wave is incident with an angle of 𝜃𝑖, a part of it gets transmitted with an angle of 𝜃𝑡 .
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This interaction between two media follows Snell’s law (Glassner, 1989) as described in Eq. 1.6

𝑐1
sin(𝜃𝑖)

=
𝑐2

sin(𝜃𝑡)
(1.6)

where 𝑐1 and 𝑐2 are the sound velocities for the medium where ultrasonic wave was generated and

transmitted. 𝜃𝑖 and 𝜃𝑡 are the angles of incidence and transmission respectively. The reflection

coefficient, which describes the magnitude of the reflection when there is an interaction between

the US and a medium is given by Eq. 1.7 and transmission coefficient by Eq. 1.8 (Cheeke, 2002)

𝑅 =
𝑍1 cos 𝜃𝑖 − 𝑍2 cos 𝜃𝑡

𝑍1 cos 𝜃𝑖 + 𝑍2 cos 𝜃𝑡
(1.7)

𝑇 =
2𝑍1 cos 𝜃𝑖

𝑍1 cos 𝜃𝑖 + 𝑍2 cos 𝜃𝑡
(1.8)

where 𝑍𝑛 is the acoustic impedance of the medium. Often the unit used for acoustic impedance

is the Rayl per square meter (Rayl/𝑚2). The coefficient corresponding to the ratio of energy

reflected from the medium is the square of 𝑅 in Eq. 1.7 and since energy is conserved transmitted

energy coefficient would be 1 − 𝑅2. Typical 𝑍 value for bone is 7 MRayl and for soft tissue it is

1.5 MRayl (Hoskins et al., 2010). Loss because of acoustic impedance mismatch is a challenge

in TCD imaging. This loss is in addition to the losses due to the attenuation through the bone.

Another kind of reflection is diffusive reflection, in which the dimension of the interacting

boundaries is much smaller than the acoustic wavelength. When the incoming ultrasonic wave

interacts with the boundary, it scatters in multiple directions as shown in Fig. 1.3

Because of diffusive reflection incoming wave gets scattered in different directions. The usage

of diffusive reflection is very important in medical ultrasound when calculating blood FV. Blood

is an inhomogeneous fluid which contains small particles of size approximately 5𝜇m which is
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t
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Z2

Medium 1

Medium 2

Figure 1.2 Diagram showing the concept of Snell law

and an example of specular reflection. An incident ray

from medium 1 with incidence angle of 𝜃𝑖 upon

interacting with medium 2 gets reflected with angle 𝜃𝑟 and

transmitted with angle 𝜃𝑡 . The amount of energy

distributed in reflection and transmission depends on

acoustic impedances 𝑍1 and 𝑍2.

much less than the wavelength (𝜆) typically used in TCD. When ultrasonic wave interacts with

small particles, information from the scattered wave is captured and processed using Doppler

theory to estimate blood FV.

1.1.1 Concept and principle of Doppler effect

The primary aim of TCD is to diagnose cerebrovascular disease based on the calculation of blood

flow, which is related to blood FV. To compute blood FV, TCD uses the Doppler effect illustrated

in Fig. 1.4. The basic principle behind this phenomenon is: when a source is stationary, a

stationary observer hears the same frequency as the source, but if the source is moving, then

the observer in front of the source hears a higher frequency and an observer behind the source
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Figure 1.3 Diffusive scattering from a particle whose size is much less than the

incoming wavelength

hears a lower frequency. The relationship between the frequency 𝑓𝑟 heard by the observer and

frequency 𝑓𝑡 emitted by a source is approximately.

Received frequency: 𝑓𝑟 = (1 +
Δ𝑣

𝑐
) · 𝑓𝑡 (1.9)

Change in frequency: Δ 𝑓 = (
Δ𝑣

𝑐
) · 𝑓𝑡 , (1.10)

where Δ 𝑓 = 𝑓𝑟 − 𝑓𝑡 is called the Doppler shift, where 𝑐 is the speed of sound in the medium in

which US travels and Δ𝑣 is the velocity of the receiver relative to the source: it is positive when

the source and the receiver are moving towards each other and negative when they are moving

away from each other
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Figure 1.4 Left: when the source is stationary, all the observers will hear the same frequency.

Right: when the source is moving at velocity 𝑣𝑠 resulting in shifts of the wavefronts, an observer

to the right hears the sound with higher frequency as compared to the observer to the left of the

source.

In this thesis, the primary focus is on blood FV and blood flow measurements. The Doppler

effect enables the US to be used to detect the motion of blood. When the ultrasonic probe emits,

it acts a stationary source, and the red blood cells are moving observers. When the ultrasonic

probe receives a signal, it is a stationary observer, and the red blood cells are moving sources

as shown in Fig. 1.5. Depending on the movement of the blood cells, there is a change in the

frequency with respect to the frequency transmitted by the ultrasonic probe. This change depends

on whether the blood particle is stationary, moving towards the transducer, or moving away

from the transducer. This interaction causes ultrasonic waves to scatter in different directions,

some of which coincide with the direction towards the probe and is detected. So a Doppler shift

occurs twice between transmission and reception (Hoskins et al., 2010). Finally, the velocity of

the moving blood particles is calculated according to the formula:

𝑣 =
𝑐 · Δ 𝑓

2 · 𝑓𝑡 · 𝑐𝑜𝑠𝜃
, (1.11)
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where Δ 𝑓 = 𝑓𝑟 − 𝑓𝑡 , 𝑓𝑡 is the emitted frequency, 𝑓𝑟 is the reflected frequency, c is the speed of

sound in the medium in which ultrasonic wave travels, Δ 𝑓 is the Doppler shift, and 𝜃 is the angle

between the device and moving particle.

ft=fr

ft>fr

ft<fr
T

R

T

R

T

R

Blood particle

(a)

(b)

(c)

Movement

Figure 1.5 T and R represents transmitter and receiver respectively of a probe, blue

lines show the movement of blood particles (a) The probe and blood are not moving;

the transmitted and received frequency are equal. (b) The blood particle is moving

towards the probe, the frequency of the received US by the transducer is greater than

the transmitted frequency. (c) The blood particle is moving away from the probe, the

frequency of the received US by the transducer is lower than the transmitted

frequency (Hoskins et al., 2010).

1.2 Probe design, Image formation and Irregular surface compensation

A TCD system can be divided into three key parts as shown in Fig. 1.6. In this figure, the front

end is the part that is operated by a clinician and comprises an ultrasonic probe. The signal

processing block performs signal acquisition and processing, and lastly, the back end transfer

these signals to an image reconstruction algorithm to form the images. The final image is seen

again by a clinician through a display monitor.
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Figure 1.6 Figure shows an abstract diagram of a TCD system which can be divided into three

parts: the front end, is operated by a clinician, the middle section acquire and process the

signals, the backend forms and diplays the images

1.3 Ultrasonic probe

A device emitting and receiving ultrasonic waves is called an ultrasonic probe or an ultrasonic

transducer as shown in Fig. 1.7a. When it is placed between two electrodes and external

voltage is applied, it vibrates and mechanical oscillations occur. These oscillations are emitted

as ultrasonic waves, as illustrated in Fig. 1.7b. Conversely, when mechanical oscillations are

applied to the piezoelectric material (e.g., when ultrasound is reflected off an interface between

media with differing acoustic impedances), these are received as electrical signals.
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a) A phased array probe
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Figure 1.7 (a) A phased array probe or transducer used for medical imaging (b) An

external voltage is given to the piezoelectric element causing mechanical vibrations which

are emitted as US.

1.4 Probe design and matching layer

An ultrasonic transducer consists of three layers: the backing layer, the piezoelectric material,

and the matching layer, as shown in Fig. 1.8. The optimization of the matching layer ensures it

transmits the maximum possible ultrasonic pressure. Once high energy is sent to the brain, SNR

(signal power/noise power ratio) improves (assuming noise power remains constant throughout

the system).

1.4.1 Matching layer

The matching layer is layer placed in front of the transducer to maximize energy transmission.

To understand the need for the matching layer, it is important to understand the propagation of

ultrasonic waves through interfaces between different media. The interaction of ultrasonic waves

at the interface of different media results in transmission losses (Shung & Zippuro, 1996) as

illustrated in Fig. 1.9. In this figure, an US wave is incident from the piezoelectric element to the

imaging tissue. Because of the difference between the acoustic impedance of the piezoelectric



19
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Piezoelectric material

Figure 1.8 A typical ultrasonic

transducer consists of three layers: A

backing layer, piezoelectric layer, and a

matching layer to enhance the

transmission.

element and the tissue most of the incident US pressure/energy is reflected. This loss in the

transmission causes poor SNR in the images of the tissue.

Incident

Reflection

Transmission
Zp Zt

Zp Zt>
Piezoelectric element Tissue

Interface layer

Figure 1.9 The left part of the figure shows a piezoelectric

element and right part shows a soft tissue. Due to impedance

mismatch there is a loss in the transmission of US, thickness

of the line denote the signal strength.
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Figure 1.10 (a) Matching layer design consideration, showing its impedance to be the mean of

the piezoelectric element and imaging tissue impedance and thickness to be 𝜆𝑚/4. By doing so,

a series of overlapping waves that are in phase with each other occur which improves energy

transmission. (b) An analytical simulation showing the transmitted energy coefficients as a

function of matching layer thickness in terms of 𝜆. Whenever the matching layer thickness

becomes odd integer multiple of 𝜆/4 maximum possible transmission occurs and at 𝜆/2
minimum transmission occurs.

To overcome this effect, there are theories which introduce the concept of matching layer.

Modelling techniques, like the Mason Equivalent Circuit (Blackstock, 2000), Wave Guide and

Krimholtz-Lee-Mathaei Equivalent Circuit (Krimholtz, Leedom & Matthaei, 1970) explain

matching layer design for the ultrasonic transducers. The matching layer’s acoustic impedance

should be the geometric mean of the piezoelectric material (𝑍𝑝) and the imaging tissue (𝑍𝑡) as

shown in Fig. 1.10 for maximum possible transmission in the imaging tissue (Alvarez-Arenas,

2004). Fig. 1.10 (a) shows that ultrasonic waves reverberating within the matching layer

produces a series of overlapping waves that are in phase with each other when its thickness is a

multiple of the US quarter wavelength. Hence, when they are joined, these provide a stronger

resulting wave. It means that the matching thickness at quarter wavelength will have constructive

interference. If the matching thickness deviates from quarter wavelength, intensity of the US

starts to attenuate because of destructive interference. Fig. 1.10 (b) shows a similar situation in

an analytical simulation that whenever the matching thickness becomes odd integer multiple of

𝜆/4 maximum possible transmission occurs.
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1.5 Probe design: Frequency optimization

In the past, much work was done to improve the energy transmitted through the skull, mainly

considering the attenuation effect (Lindsey, Light, Nicoletto, Bennett, Laskowitz & Smith,

2011; Lindsey, Nicoletto, Bennett, Laskowitz & Smith, 2013; Yousefi, Goertz & Hynynen,

2009), and time reversal techniques (Fink, 1992; Gauss, Trahey & Soo, 2001; Haworth, Fowlkes,

Carson & Kripfgans, 2008; Liu & Waag, 1994; Pernot, Montaldo, Tanter & Fink, 2006) but the

design of the probe considering the acoustic impedance mismatch effect was typically ignored.

(Yue, Liu, Wang, Di, Lin, Wang & Luo, 2014) designed a probe for TCD that improved the

transducer sensitivity and the bandwidth but used the frequency range typically used in TCD.

This probe improved image resolution because it had a wide range of frequencies, but the problem

of poor ultrasonic transmission through the temporal bone persisted since neither attenuation

nor acoustic impedance mismatch were considered. Klotzsch et.al (Klötzsch, Popescu & Berlit,

1998) studied how to improve transcranial imaging and showed that a 1 MHz probe allowed a

better insonation of patients. Their study showed that vessels could be characterized in only 25%

of patients when using a 2 MHz probe, but it was close to 100% when using a 1 MHz probe.

This study showed that adapting the frequency in TCD might improve the success rate. Since the

transmitting frequency was reduced to 1 MHz, the resolution of the images worsened. (Lindsey

et al., 2011) designed custom 2D sparse array transducers. They placed the transducer arrays on

either side of the temporal acoustic windows and combined the received signals from both sides

to make one final image. By doing so, they eliminated the effect of asymmetry on either side of

the window. In another study (Aarnio, Clement & Hynynen, 2005) showed the occurrence of

spectral peaks in transmission in real skulls in five out of six anatomical sites as shown in Fig.

1.11. However, the effect of an acoustic impedance mismatch at the bone-soft tissue interface

was ignored in the frequency selection. (White, Clement & Hynynen, 2006a), (Aarnio et al.,

2005) and, (Clement & Hynynen, 2002) used analytical models to study the phase shift and the

attenuation through the skull. They performed these studies at different locations of the skull

and depicted the variation of ultrasonic energy as a function of skull thicknesses and phase shifts.

However, these studies neglected the effect of the skin thickness on the acoustic impedance
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Figure 1.11 Figure showing spectra of reflected signal from different locations of the

skull. Apart from (a) which shows nearly an idle spectrum, the other spectra degrades for

frequency higher than 1 MHz. But resonances can still be separated. This figure was

directly taken from Aarnio et al. (2005)
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mismatch. Adding the skin thickness might change the overall variation of ultrasonic energy as

a function of frequency. (Yousefi et al., 2009) did a study on excitation frequency selection for

transcranial imaging. They specifically mentioned aiming for frequencies below 1 MHz. There

were two reasons behind this: (1) the scattering of the US, because parameters like density and

bulk modulus of blood differ from that of it’s surrounding tissues (Kollár, Schulte-Altedorneburg,

Sikula, Fülesdi, Ringelstein, Mehta, Csiba & Droste, 2004; White, 1992), and (2) the attenuation

caused by the skull (Fry & Barger, 1978). Scattering and attenuation cause losses in the signal’s

energy. They also considered the use of shear waves to enhance ultrasonic transmission through

the skull, as this improves acoustic impedance matching, and reduces refraction and phase

alteration compared to longitudinal waves (Yousefi et al., 2009). But the problem with this

method was that the amplitude of shear waves was lower than that of longitudinal waves, which

resulted in poor SNR, and low contrast in the images. Apart from these effects, researchers have

also aimed at correcting ultrasonic waveform aberration caused by the skull (Flax & O’Donnell,

1988). A technique that has attracted the attention of many researchers is the time reversal

technique (Fink, 1992; Gauss et al., 2001; Haworth et al., 2008; Liu & Waag, 1994; Pernot et al.,

2006).

The technique computes the delays for the elements of the probe from MRI and CT images of

the skull. This technique improves the contrast and spatial resolution of the images, but since

each person has different skull properties, it is impractical to use in an intensive care setting.

The choice of the transmitted frequency based on the bone-soft tissue interaction studied in

depth in the discussed literature.

Therefore, one aim of this thesis is to explore the frequency-dependent effect of acoustic

impedance mismatch, which relates to optimizing the transmitted frequency for TCD. Once

the optimal frequency is chosen regarding the acoustic impedance, the other effect of spatially

varying acoustical properties will indeed be important. They will, however, be significant at all

frequencies. Therefore, the choice of the acoustic impedance dependent optimal frequency will
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always be beneficial. This is an important step towards understanding the reasons behind the

poor ultrasonic transmission in TCD and, devise a methodology to improve TCD imaging.

1.6 Image formation

An ultrasonic transducer is placed in contact with the skin. Ultrasonic waves are sent into the

body and the transducer receives echos. The received ultrasonic signals contain reflections from

the underlying tissues. The received 1D signals are called A-scans and can be plotted as received

pressure over time. They represent a line and are placed side by side for multiple scans as shown

in Fig. 1.12. A 2-D US image which represents reflection intensities from tissues and organs

within the body is called a B-scan image as shown in Fig. 1.12. The US, when generated from

the piezoelectric material, goes through imaging tissues with different acoustic impedances.

The amplitude of the reflection depends on acoustic impedance differences at the interface

between different media. Each point in the image has a brightness which directly correlates to

the amplitude of the reflection. This is the reason it is called a B-scan (brightness scan).

Figure 1.12 Formation of a 2D B-scan in which A-scans are

placed side by side for multiple scans, this figure was adapted from

(Hoskins et al., 2010).

There are two kinds of imaging techniques mostly used in medical ultrasound: one is classic

focused imaging and another one is plane wave imaging as shown in Fig. 1.13. The principle

behind these two ultrasonic imaging techniques is to use the delays from the target insonated by

ultrasonic waves to calculate the distances and therefore reconstruct an image. In ultrasonic
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imaging, axial resolution is the ability to distinguish two nearby targets which are in the direction

of the US beam. For a distance 𝑑0 between two targets, the difference in distance travelled by

the wave to reach the transducer after its reflection is 2𝑑0. Therefore, the axial resolution of an

ultrasonic image is given by Eq. 1.12.

𝑅𝑎𝑥𝑖𝑎𝑙 =
𝑁𝑐𝑦𝑐𝑙𝑒𝑠 · 𝜆

2
(1.12)

where 𝑁𝑐𝑦𝑐𝑙𝑒𝑠 is the number of cycles of the ultrasonic pulse and 𝜆 is the wavelength. So, as the

frequency decreases 𝜆 decreases and also the resolution. The axial resolution also depends on

the pulse length; lower the pulse length, the better is the axial resolution. Lateral resolution is

the ability to distinguish the target perpendicular to the direction of propagation of the US. The

lateral resolution is determined by the width of the US beam, in the far field the US beam is

increasing and the lateral resolution is decreasing.

1.6.1 Classical focused imaging

With focused imaging, a series of waves is emitted at a predetermined depth by activating

a set of elements of the probe. The delays are applied to each element individually to form

constructive interference and concentrate the energy at the focal point. To obtain a complete

image reconstruction in successive columns, the process is repeated with different groups of

elements. The number of activated elements depends on the focal number (𝐹) that was chosen,

which represents the ratio between the depth of focus and the selection of the elements of the

probe for an emission as shown in Fig. 1.13 (a). The focal point of focused imaging has the best

lateral resolution because at this point the width of the beam generated by the selected elements

of the probe becomes a minimum. Dynamic focusing overcomes this limitation, which consists

of successive emissions with different focal points. As a result, the number of transmissions

increases and the frequency of imaging must be lowered. A low imaging rate is associated with

aliasing in fast moving particles as shown in Fig. 0.1. Since aliasing occurs with TCD systems,

the FV cannot be accurately recorded. To reconstruct the image, the most common algorithm
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Figure 1.13 Diagram showing focused and plane wave

imaging. Figure (a) shows in conventional focused imaging,

ultrasonic waves are emitted and received from each element

of piezoelectric probe and focused on a point in the ROI.

Figure (b) shows in plane wave imaging, ultrasonic waves are

emitted and received on all the elements which covers the ROI

in just one emission as compared to the focused which takes

emission equaled to the number of elements in a probe.

used is called “Delay and Sum” (DaS) (Montaldo, Tanter, Bercoff, Benech & Fink, 2009) as

shown in Fig. 1.14.

Focused imaging is the most common imaging method in TCD. Doctors in TCD adjust the

focusing depth, in order to capture the complete imaging object (Blanco & Abdo-Cuza, 2018a)

which in turn can create aliasing problems for blood particles moving with high FV.
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Figure 1.14 DaS method used by the emission of plane waves. As shown this image is

reconstructed by columns successively. Image taken from (Montaldo et al., 2009)

1.6.2 Plane wave imaging

The ultrasonic plane wave imaging technique was designed to maintain a high sampling frequency

and to prevent spectral aliasing. This principle involves activating all elements of the probe

simultaneously to produce an unfocused plane wave that will characterize each emission as

shown in the Fig. 1.13 (b). The sampling frequency is therefore limited only by the imaging

depth, 𝐹𝑠𝑎𝑚𝑝=
𝑐

2𝑑𝑚𝑎𝑥
, where 𝑐 is the speed of sound in the medium and 𝑑𝑚𝑎𝑥 is the maximum

imaging depth. In contrast to focused imaging, the factor that makes it an improvement is that it

can acquire an object with only one emission. A review of the applications of the plane wave

sequence is proposed by (Tanter & Fink, 2014; Tiran, Deffieux, Correia, Maresca, Osmanski,

Sieu, Bergel, Cohen, Pernot & Tanter, 2015)

Initially applied for B-mode imaging, it was later developed for elastography (Sandrin, Catheline,

Tanter, Hennequin & Fink, 1999), then for vector Doppler imaging (Udesen, Gran, Hansen,

Jensen, Thomsen & Nielsen, 2008). The algorithm was originally developed for linear probes.
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Figure 1.15 Reconstruction of a B-mode image from focused imaging and plane wave imaging

for 3 different angles. The frame rates in plane wave imaging can be adjusted according to the

number of angles used. Image taken from (Montaldo et al., 2009)

To reconstruct plane wave images, there are many algorithms available (Besson, Zhang, Varray,

Liebgott, Friboulet, Wiaux, Thiran, Carrillo & Bernard, 2016; Couture, Fink & Tanter, 2012;

Tong, Gao, Choi & D’hooge, 2012). A single plane wave, however, results in a poorer image

quality than focused imaging, so multiple plane waves are combined to get the final image. For

this, the use of several plane wave emission angles, a sequence called “compounding”, has been

proposed by (Montaldo et al., 2009). One advantage of multi-angle plane wave imaging is

the adjustment of the frame rate, which can be used to our advantage when dealing with the

variable particle velocity. Faster velocity means high frame rate, for which only few angles

should be used, though it will compromise the imaging quality. For lower velocities, a lower

frame rate can also work, so more angles can be used, thereby improving the quality of the

image. The SNR comparison between focused and plane wave compound imaging was done

by (Bercoff, Montaldo, Loupas, Savery, Mézière, Fink & Tanter, 2011). Focused imaging has

a SNR close to plane wave compound imaging at the focus point and progressively degrades
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as the imaging depth goes away from the focal point. Planar imaging had an advantage over

focused imaging by approximately 10 dB in the best case and by 2 dB near the focal point.

During plane wave imaging, image reconstruction is carried out by following the DaS procedure

discussed in Section 2.6.1. DaS works by calculating the total distance travelled by the wave

between its transmission and reception as shown in a schematic diagram in Fig. 1.16, which is

also described by the following Eq. 1.13, and is based on geometric considerations (Montaldo

et al., 2009):

(x,z)

d1=zcos  + xsin

z2+(x-x1)2d2=

Plane wave

z

xx1

Figure 1.16 Figure shows the distance traveled by

the ultrasonic wave between its transmission and

emission with a plane wave of angle 𝛼. The
calculated distance is used for time delay which is

further used for plane wave imaging algorithm. This

figure was adapted from (Montaldo et al., 2009)

𝑑 = 𝑧 cos(𝛼) + 𝑥 sin(𝛼) +
√
𝑧2 + (𝑥 − 𝑥1)2 (1.13)

Where 𝑥 and 𝑧 represent the position of the pixel to be reconstructed in the axis of the probe

and in the axis of depth respectively, 𝛼 is the angle of the emitted plane wave with respect to
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the surface and 𝑥1 is the position of the probe element used for the reconstruction. In addition,

for each pixel location travelled time 𝑡
𝑥𝑦
𝑖 from the probe to the pixel and then back to the probe

again is calculated. By applying the DaS procedure, an image is formed when each signal is

delayed, squared, and averaged based on the calculated time and distance at each pixel location.

Currently, clinical devices employ a focused algorithm detailed in the previous sections, and the

implementation of the algorithm by plane waves would require a complete reorganization of the

sequence. Many applications of plane wave imaging to Doppler imaging have been proposed.

In particular, (Udesen et al., 2008) used plane wave emissions for vector Doppler imaging,

which makes it possible, in addition to color Doppler imaging, to visualize velocity vectors and

therefore a precise direction of flow.

Due to the aforementioned advantages in the terms of SNR, aliasing problem and flexibility in

adjusting the image quality, this thesis focuses on the plane wave imaging. However, using plane

wave imaging also comes at a cost. US probes used in TCD imaging has a very small aperture

which directly correlates to a small field of view. In this small field of view, it is possible that

the vessels would not be directly insonified by plane waves, so in that case multi angle plane

waves must be used to cover the field of view.

1.6.3 Doppler processing

A typical received A-scan from a TCD system is shown in Fig. 1.18. Looking closely at the

figure, there are blood reflections which are surrounded by the vessel walls and a situation may

arise when reflections from these walls are very low, such that it becomes difficult to separate the

blood flow region from vessel walls as shown in Fig. 1.18b. This problem was first investigated

by (Thomas & Hall, 1994). Filtering techniques were used to estimate the Doppler shift from

the vessel wall signal and shift them to zero frequency. A high-pass filter is used which cancels

vessel wall frequencies and estimates velocity. Though this method applies to cardiac signals, it

can easily be adapted to our study in order to process A-scans.
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Scanning Axis (pixels)

Figure 1.17 x and y axis represents the scanning axis. Figure

showing the blood flow region in a Y-shaped Doppler phantom

using processed A-scans and was directly taken from (Sadler et al.,
2013).

The most basic technique to process the received A-scan for estimating the blood flow is the

very famous autocorrelation technique. (Kasai, Namekawa, Koyano & Omoto, 1985) use the

power spectrum of autocorrelation function to determine the mean Doppler frequency shift and

use Eq. 1.11 to determine FV. This technique is still in use and will be helpful in our case to

reconstruct the Doppler image. (Sadler et al., 2013) studied imaging blood flow using signal

processing techniques for 2.5 MHz frequency range. In (Sadler et al., 2013) the blood flow is

detected by using the reflections from the blood scatterers. This method relies on detecting the

temporal changes in A-scans, imaging the blood flow region and eliminating static components

like vessel walls. This process is analyzed over multiple A-scans which allows an image of the

blood flow to be obtained. The obtained image with this method looks like Fig. 1.17. Another
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a) Transcranial Doppler A-scan with visible vessel

walls

Vessel wall Vessel wall

b) Transcranial Doppler A-scan attenuated vessel

walls

Figure 1.18 (a) Figure showing A-scan with strong reflections from the vessel walls,

blood scattering is clearly seen to be confined within this region (Baradarani

et al., 2014). (b) Figure showing A-scan with weaker reflections from the

vessel walls, which makes it difficult to separate vessel wall from blood

reflections(Baradarani et al., 2014). This figure is directly taken from
(Baradarani et al., 2014)

study (Robins, Leow, Chapuis, Chadderton & Tang, 2017) used contrast agents while using

two probes (one high frequency (1 MHz - 4 MHz) and another one low frequency (2 MHz -

4 MHz)) to increase the SNR of the Doppler signal. While this study suggests the method to

overcome the effect of attenuation, but the study was performed on rats whose bone thickness

was small, so to adapt this concept for the human skull using the mentioned frequencies would

be difficult due to the high attenuation of the human skull. The method used to the Doppler

signal and calculate FV in this thesis is adapted from the work of (Errico, Osmanski, Pezet,

Couture, Lenkei & Tanter, 2016). In this work they compared plane wave vs focused Doppler

imaging. However, instead of reconstructing an angle wise Doppler image and then do the

compounding, they did the compounding of angles first and then reconstructed the Doppler

images. The problem with this approach is Doppler shift information from each angle can get

mixed with each other and create aliasing. Instead, FV information for each angle should be

computed first and then compounding should be performed.
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1.7 Ultrasonic wave propagation through irregular bone surfaces

Figure 1.19 Porosity map of a slice derived from

CT values where x-axis and y-axis represents pixel

values (Aubry et al., 2003). This figure was directly
taken from (Aubry et al., 2003)

The skull has an irregular surface as shown in Fig. 1.19. This irregularity is always present

therefore distorting ultrasonic waves propagating through it. This distortion will cause poor

transmission through the skull, and it is important to study its effects on SNR.

Apart from the time reversal technique, previous research did not consider the reduction of

ultrasonic transmission because of the distortion of plane wave caused by the irregularity of the

skull surface. Due to the skull curvature, ultrasonic waves were scattered in different directions

and transmission loss happens. (Kwon, Kim, Kang, Bae & Kwon, 2006)

While the loss in the transmitted energy due to the external geometry of the skull has been

ignored in the TCD literature, there is some literature in nondestructive testing (NDT) which

considers the interaction of US plane waves with irregular surfaces (Robert, Casula, Roy & Neau,

2012). These methods are slow, as it requires individual transmission from piezoelectric

elements from the ultrasonic probe. This slow process will cause aliasing in the TCD application.

Another method is surface adaptive ultrasound (SAUL) (Hopkins, Brassard, Neau, Noiret,
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TFM Plane wave imaging
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Figure 1.20 Figure showing imaging comparison between TFM and plane wave imaging.

This image shows a vertical notch which is imaged using TFM and plane wave. Plane

wave imaging was performed using only 4 transmissions as opposed to TFM which took

64 transmissions. SNR level in plane wave image is better than TFM. This figure was

directly taken from (Le Jeune et al., 2016)

Johnson & Le Ber, 2013) which requires much fewer firings of the element as compared to

the previous technique. This is an iterative technique in which plane waves are emitted 4-5

times to calculate the surface profile. There is another interesting study related to SAUL which

investigates a plane wave imaging under a complex surface (Le Jeune et al., 2016). This study

compared the total focusing method (TFM) and plane wave imaging. It was shown in this study

that synthesizing a multi-angle plane wave beyond the complex surface enhanced the SNR of the

images. The reason being plane waves are less sensitive to noise and attenuation because of their

high amplitude as compared to the cylindrical waves used in TFM as shown in Fig. 1.20. Since

in TCD it is not possible to compensate for each irregular surface along the propagation path,

this thesis will explore the possibility of compensating only the outermost surface of the bone.



CHAPTER 2

EFFECT OF THE ACOUSTIC IMPEDANCE MISMATCH AS A FUNCTION OF
FREQUENCY IN TRANSCRANIAL ULTRASOUND: A SIMULATION AND

IN-VITRO EXPERIMENTAL STUDY

2.1 Introduction

As discussed in the literature review, the problem with TCD lies in the low ultrasonic energy

penetrating inside the brain through the skull which leads to low SNR ratio. This is due to

several effects including phase aberration, variations in the speed of sound in the skull, scattering,

the acoustic impedance mismatch and absorption of the three layer medium made up of soft

tissues, the skull and the brain. The acoustic impedance mismatch effect based on soft-tissue and

bone interaction has typically been ignored in the literature. The aim of this chapter is to study

the effect of transmission losses due to the acoustic impedance mismatch on the transmitted

energies as a function of frequency. Understanding from this chapter will give better insight to

the transmission of energy in the case of TCD.

2.2 Materials and Methods

2.2.1 Analytical model

An analytical model (Hill & El-Dardiry, 1980) for which a schematic description is presented in

Fig. 2.1 was used to simulate the acoustic energy transmission as a function of the frequency

in a multi-layer transcranial acoustic wave propagation transmission model. This chapter is

focused on plane wave transmission to eventually use plane wave Doppler imaging (Mansour,

Poepping & Lacefield, 2016). Though most clinical systems use focused ultrasound for Doppler

measurements, plane wave TCD imaging is proposed due to its capability to acquire fast velocity

information without aliasing. Clinical systems such as the Aixplorer (Couade, 2016) are now

starting to offer plane wave imaging due to its superior frame rate. Therefore, a longitudinal

plane wave is generated from a piezoelectric element, travelling from left to right through a
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Piezoelectric
element

ZP= 34.20 MRayl

Matching layer

Zm= ZP× Zbrain

Skin Bone Brain

ZS 1.50 MRayl Zb 7.00 MRayl Zbrain 1.50 MRayl

tm ts tb

Probe Ultrasonic wave propagation path

Transcranial acoustic wave propagation model

Figure 2.1 A one-dimensional acoustic wave propagation model for TCD. 𝑍𝑥 is the

acoustic impedance and 𝑡𝑥 is the thickness in layer 𝑥.

series of layers with different acoustic impedances Z. The plane wave interacts with layers

causing multiple reflections and transmissions until a transmitted wave reaches the brain. The

brain and piezoelectric crystal layers are assumed to have a semi-infinite thickness.The acoustic

impedances of the piezoelectric element, the matching layer, the skin layer, the bone, and the

brain are 𝑍𝑝 (34.20 MRayl), 𝑍𝑚 (7.10 MRayl), 𝑍𝑠 (1.50 MRayl), 𝑍𝑏 (7.00 MRayl), and 𝑍𝑏𝑟𝑎𝑖𝑛

(1.50 MRayl) respectively (Cheeke, 2002). Since the brain consists mainly of water, an acoustic

impedance of 1.50 MRayl was assumed. The skin’s acoustic properties also matches very closely

with water (Ludwig, 1950). While, the absorption of skin due to scalp tissue (Shankar & Pagel,

2011) is significantly different from that of water, the effect of absorption would remain almost

constant for the given small range of frequencies typically identified as optimal. The acoustic

impedance in skin was shown to vary within a narrow range (Ludwig, 1950). However, the

acoustic impedance of the human skull was shown to vary significantly (Fry & Barger, 1978).

Although the bone acoustic impedance was constant at 7 MRayl in this work, the concept of

adapting the centre frequency of the transmitted signal to acoustic impedances of the layers

along the wave propagation path is of interest. The thicknesses of the matching layer, the skin,

and the bone are 𝑡𝑚, 𝑡𝑠, and 𝑡𝑏 respectively. The matching layer thickness was considered to

be 𝜆/4 at a centre frequency of 3 MHz for a 2-4 MHz probe and 1.50 MHz for a 1-2 MHz

probe. However, the thickness of skin and bone do vary in the literature (Mahindra & Murty,

2009; Seidenari & Giovanni, 1999), which motivates the study presented in this chapter. The
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assumed speed of sound in the piezoelectric element layer, the matching layer, the skin layer and

the bone layer is 4500 m/s, 3310 m/s for a 2 MHz-4 MHz probe and 2000 m/s for 1-2 MHz

probe (provided by the manufacturer), 1500 m/s and 3000 m/s (provided by the manufacturer)

respectively. To predict the energy inside the brain based on different thicknesses and acoustic

impedances, the classical transmission matrix method was used (Hill & El-Dardiry, 1980). If a

layer has a thickness 𝑡𝑙 and acoustic impedance 𝑍𝑙 , the transmission matrix is given by

[
𝑇𝑙

]
=

⎡⎢⎢⎢⎢⎣
cos 𝜃𝑙 𝑖𝑍𝑙 sin 𝜃𝑙

𝑖 sin 𝜃𝑙/𝑍𝑙 cos 𝜃𝑙

⎤⎥⎥⎥⎥⎦ ,

where 𝜃𝑙 = 2𝜋𝑡𝑙 /𝜆𝑙 , 𝜆𝑙 is the wavelength and 𝑡𝑙 is the thickness of the 𝑙𝑡ℎ layer. The equivalent

acoustic impedance of the model is (𝑍𝑒𝑞) which considers the acoustic impedance of piezoelectric

element:

𝑍𝑒𝑞 =
𝑇11 · 𝑍𝑝 + 𝑇12

𝑇21 · 𝑍𝑝 + 𝑇22
, (2.1)

where𝑇𝑚𝑛, 𝑚, 𝑛 ∈ {1, 2} are the elements of a transmissionmatrix𝑇𝑥 representing a multi-layered

structure consisting of a matching layer, a skin layer and a bone layer. 𝑇𝑥 is given by:

[
𝑇𝑥

]
= 𝑇1 · 𝑇2 · 𝑇3 =

⎡⎢⎢⎢⎢⎣
𝑇11 𝑇12

𝑇21 𝑇22

⎤⎥⎥⎥⎥⎦
where 1,2,3 represents the matching, the skin and the bone layers. For a given TCD wave

propagation model, transmission coefficients are calculated. The coefficients of the reflected

and transmitted waves in the brain are given by:

𝑅 =

[
|𝑍𝑒𝑞 − 𝑍𝑏𝑟𝑎𝑖𝑛 |

|𝑍𝑒𝑞 + 𝑍𝑏𝑟𝑎𝑖𝑛 |

]2
(2.2)

and

𝑇 = 1 − 𝑅. (2.3)
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For maximum energy transmission, 𝑅 = 0, and 𝑇 = 1; i.e., 𝑍𝑒𝑞=𝑍𝑏𝑟𝑎𝑖𝑛 in equation 2.2. In

the case of TCD, this situation can happen when the thickness of the matching layer 𝜆𝑚/4 is

followed by skin and bone thicknesses of 𝑡𝑠 = 𝜆𝑠/2 and 𝑡𝑏 = 𝜆𝑏/2 respectively. (𝜆𝑚, 𝜆𝑠, 𝜆𝑏

are the wavelengths in the matching, the skin and the bone layers respectively). Thus, certain

combinations of frequency, skin layer thickness, bone thickness and matching layer thickness

lead to better energy transmission than others. The most obvious parameter to tune in a practical

situation where different patients are seen would be the frequency. Therefore, the analytical

simulation was run using equations 2.1, 2.2, 2.3 which provided the transmission coefficients for

different bone, skin and matching thicknesses as a function of frequency. The energy propagating

back to the probe from a reflector is of interest and is also calculated using equations 2.1, 2.2,

2.3.

The transmission coefficients received from the analytical model were based on the assumption

that the input excitation signal is a sine wave of a single frequency leading to an infinite signal in

the time domain. In practice, the signals are finite in the time domain. To overcome this effect:

1. A transmitted energy coefficients curve is calculated for different skin layer thicknesses as a

function of frequency based on the analytical model.

2. To find the transmitted energy of a finite time domain signal, a 10-cycle Tukey-windowed

tone burst sampled at 10 MHz is simulated as an excitation signal. A narrow band 10-cycle

waveform was chosen since this is the typical length of the waveform used in color Doppler

imaging. The power spectrum of the input signal and transmission coefficient spectrum are

multiplied to provide the transmitted energy spectrum;

3. The transmitted energy spectrum is multiplied by the attenuation curve which is proportional

to the frequency squared and is derived using (30 dB/cm@2.25 MHzWydra &Maev (2013)

in the case of the bone phantom plate used in the experiments. The attenuation at 2.25 MHz

was supplied by the manufacturer of the phantom). It was assumed that the attenuation

was constant in the skull layer and the value of attenuation was extrapolated for different

centre frequencies ranging from 1 MHz-4 MHz. The absorption was not considered in
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the modeling since it would unlikely change the optimal frequency with respect to the

acoustic impedance mismatch due to skin layer thickness. Across the small range of optimal

frequencies obtained from the model, the absorption would be almost constant.

4. Reflected energy is calculated all the way back to the piezoelectric element from an

aluminium plate with a reflection coefficient of 86% Cheeke (2002).

The final spectrum gives the reflected energy with respect to the input signal which includes the

combined effect of attenuation and the acoustic impedance mismatch. This step is repeated for

different skin layer thicknesses varying from 1 mm to 2 mm for a constant bone thickness of

4.40 mm giving a 2D map as shown in Fig. 2.2 (a) and (b) as a function of the centre frequency

(1 MHz - 3 MHz). The experimental validation was limited to a constant bone thickness of 4.40

mmwhich is also in the range of the average human temporal bone thickness (Mahindra &Murty,

2009), with centre frequencies ranging from 1-2 MHz and 2-3 MHz. The two sets of frequencies

were chosen to perform simulations and experiments. Lower frequencies were chosen as it was

suggested in the literature that TCD imaging performs better in lower frequency ranges. The

second set was chosen because the typical frequency range used for TCD is between 2-2.5 MHz.

The water layer (which mimics acoustic properties of skin) thickness was kept between 1 mm to

2 mm since the average skin thickness of a human being near the temporal window is 1.85 mm

(Seidenari & Giovanni, 1999). Fig. 2.2 (a) and (b) were used for the comparison in the next

sections to compare analytical and experimental results.

2.2.2 Experiment

To validate the analytical model, an experimental setup was devised. Fig. 2.3 shows the different

components which were used to make the setup. A corner bracket was used to hold a linear

positioning stage (Velmex A1503P20-S1.5, 0.025 mm resolution) vertically. The probe holder

was fixed to the adapter using set screws. The Verasonics P4-2v probe was connected to the

Verasonics V1 phased array controller and could be moved vertically using the linear stage. The

whole assembly was immersed in a water tank, which also contained a bone phantom plate

Wydra & Maev (2013) made up of a ceramic material mimicking the acoustic properties v𝑙 :
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Figure 2.2 (a) Received energy as a function of skin layer thickness varying from 1 mmto

2 mm and central transmitted frequencies varying from 1 MHz to 2 MHz. The reflection is

caused by an aluminium plate 3 cm from the bone surface. (b) Received energy as a function of

water layer thickness varying from 1 mm to 2 mm and frequencies from 2 to 3 MHz. Both 2D

maps were obtained from simulations.

Bone phantom

Aluminium
block

A test bench consisting of linear position slider
and a probe holder

Skin thickness

Top view

Side view

Figure 2.3 The experimental setup comprised of a linear positioning stage to hold an ultrasonic

probe, a bone phantom plate which mimicked the acoustic properties of the skull, water which

mimicked the skin’s acoustic properties and an aluminium block which was used as a reflector.
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3000 m/s, 𝜌: 2100 kg/𝑚3 - the cortical layer of the bone phantom can be assumed homogeneous.

However, the trabecular bone layer contains voids and inclusions to increase its attenuation.

The total attenuation of the bone phantom plate is 30 dB/cm @ 2.25 MHz of the skull. The

bone phantom plate thickness was 4.40 mm. An aluminium block was chosen as a reflector at

a distance of 3 cm from the bone surface. The tank was filled with water to mimic the skin’s

acoustic impedance. The experiments were conducted using a Verasonics V1 system Khalitov,

Gurbatov & Demin (2016). The frequency range of the P4-2v probe was 2 MHz-4 MHz with the

centre frequency at 3 MHz. This probe had 64 elements which were simultaneously activated to

approximate a plane wave. The experimental procedure was repeated for the 1.5L64-0.3x15

probe manufactured by Guangzhou Doppler Electronic Technologies Inc.. This second probe

had a frequency bandwidth between 1 MHz and 2 MHz. In all cases, the transmitted waveform

was a 10-cycle Tukey windowed tone burst. The initial position of the probe was marked at the

top of the bone phantom plate and then it was moved up step by step, thus increasing the gap

between the probe and bone phantom plate. This water gap mimics the skin thickness. A typical

transmitted waveform without the bone phantom is shown in fig. 2.4 (a) A typical received

waveform for a water layer thickness of 1 mm is shown in Fig. 2.4 (b). The probe was moved up

in steps of 0.025 mm to acquire a measurement. The probe was moved upwards until the gap

between the probe and the plate was 2 mm. In Fig. 2.4 (b), the received waveform acquired

using the P4-2v probe contains a reflection from the top part of the bone plate and from the

surface of the aluminium block. The reflected signal from the aluminium block is shown in the

small box of Fig. 2.4 (b). The 10 cycles of the reflected signal were extracted. The input signal

is the emitted signal from the phased array controller. The ratio of the reflected to input signal

energy was calculated using equation 2.4

𝐸𝑏𝑟𝑎𝑖𝑛 =

���� |FFT(𝑠𝑖𝑔𝑛𝑎𝑙𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑) |
|FFT(𝑖𝑛𝑝𝑢𝑡) |

����2 . (2.4)

This same calculation was repeated for the other input signal centre frequencies ranging from 2-3

MHz for the P4-2v probe and from 1 MHz to 2 MHz for the 1.5L64-0.3x15 probe. The variation

of received energy as a function of the frequency for a water layer thickness of 1 mm is shown in
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Figure 2.4 (a) A typical transmitted waveform for a frequency of 2 MHz without the presence

of bone phantom. (b) Corresponding frequency spectrum of the transmitted waveform without

bone phantom. (c) A time trace of a received waveform for a frequency of 2 MHz and a gap

between the probe and the bone phantom plate of 1 mm. The figure also shows a reflection from

the aluminium block along with the envelope.

Fig. 2.5. The same process was repeated for multiple water layer thicknesses varying from 1-2

mm keeping the bone thickness constant. This experiment provides a two-dimensional map, as

shown in Fig. 2.6. The experimental setup and measurement process mimic the analytical model

results with a constant bone thickness and water layer thickness varying from 1 mm to 2 mm.
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Figure 2.6 The experimental 2-D map shows the variation of received energies as a function of

frequency and water layer thickness. The experimental result showed that there is an acoustic

impedance mismatch effect as the intensities vary as a function of water layer thickness for a

constant frequency.
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2.3 Results

To look more closely at the comparison between the analytical and experimental results, narrow

band signals with a centre frequency between 1.00 MHz to 1.19 MHz and 2.06 MHz to 2.26

MHz at regular intervals of 65 kHz were taken from the original data and overlaid on each other

as shown in Fig. 2.7. Table 2.1 shows the correlation coefficient between the simulated and

experiment results for the given frequencies, which was calculated according to

1

𝑛 − 1
(
∑
𝑥

∑
𝑦

(𝑥 − 𝑥) (𝑦 − 𝑦̄)

𝑆𝑥𝑆𝑦
), (2.5)

where x and y are the two signals, 𝑥 and 𝑦 are the mean of the two vectors , 𝑆𝑥 and 𝑆𝑦 are the

standard deviation of the two vectors and n is the length of the signals.

The table also contains the average local shift (the average water layer thickness difference)

between simulation and experiment of the received energy maxima and its standard deviation.

The difference between the position of the maximum amplitude between the experiment and

analytical result was equivalent to an average of 0.06 mm error on the water layer thickness

given a fixed bone thickness. The average correlation between the experimental and analytical

result came out to be 0.50 for a high frequency probe and 0.78 for a lower frequency probe.

The Average full-width at half maximum (FWHM) for experimental and analytical curves was

calculated to show the extent of the spread of energy around the maximum. The average statistic

was used because it summarized all the individual local shifts, standard deviation and FWHM

into a single value, which made it easy to compare between all the curves. These results showed

that the energies do depend on specific combinations of bone and water layer thicknesses as a

function of the frequency.

2.4 Discussion

The aim of this chapter was to show the effects of the frequency-dependent acoustic impedance

mismatch. By choosing the frequency that will enable the highest transmission of ultrasonic
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Figure 2.7 The multiple figures shows the comparisons between the selected frequencies ((A)

being the results from probe 1.5L64-0.3x15 whose frequency spectrum lies between 1-2 MHz

(B) being the results from the probe P4-2v whose frequency spectrum lies between 2-4 MHz) for

received energies as a function of water layer thickness for experiment and analytical results.

Table 2.1 Comparisons between the selected frequencies of experimental and analytical

image

Frequency

(MHz)

Correlation

coefficient

Average shift of maximums

(mm)

Standard deviation

of the shift of maximums

Average FWHM

(experimental)

Average FWHM

(analytical)

1.00 .72 .07 .04 .21 .15

1.06 .85 .05 .03 .30 .18

1.13 .86 .05 .04 .18 .19

1.19 .67 .10 .06 .15 .15

2.06 .38 .04 .04 .20 .15

2.13 .48 .06 .02 .19 .12

2.19 .55 .09 .06 .19 .11

2.26 .57 .06 .05 .20 .11

energy the chances of a successful measurement are higher. While there are effects like

scattering, shear mode conversion and effects due to the heterogeneous internal structure of the

temporal bone, these effects should have a uniform effect across the range of skin thicknesses

and frequencies and will happen regardless of the chosen frequency. The results obtained shows

that ultrasonic transmission in the frequency range of interest through the human skull is affected

by the acoustic impedance mismatch and that the transmitted energy varies as a function of the
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Figure 2.8 Frequency spectrum for a water layer thickness of 1 mm and a frequency of 2.20

MHz. The experimental frequency spectrum width is roughly double the analytical model

spectrum. This widening of the frequency spectrum is correlated to the widening of the curves

shown in Fig. 2.7 (B)
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Figure 2.9 X and Y-axes in both the figure represents skin and bone thickness respectively.

Figure (a) shows the corresponding transmitted energy for the measured thicknesses including

attenuation of 30 dB/cm @2.25 MHz. Figure (b) shows the variation of optimized frequencies

for different skin and bone thicknesses.

frequency, skin thickness and bone thickness. Transmitted energy for a typical combination of

skin thickness and frequency may then lead to higher SNR.
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The results show that the maximum received energy level is on the order of 10−4 times the

input energy. With the current configuration it is not possible to transmit more than 20% of the

incident energy. The reason is that incident pressure is inversely related to the square of acoustic

impedance. So if ultrasonic wave starts from the piezoelectric domain and ends inside the brain

incident pressure will be
√
(𝑍𝑏𝑟𝑎𝑖𝑛/𝑍𝑝) where 𝑍𝑏𝑟𝑎𝑖𝑛 and 𝑍𝑝 are the acoustic impedances in the

brain and the piezoelectric element respectively. That means:

𝑝𝑏𝑟𝑎𝑖𝑛 =
√
(1.50/34.20)𝑝𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡 , (2.6)

where 𝑝𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡 was arbitrarily set to 1 Pa, 𝑍𝑏𝑟𝑎𝑖𝑛 is 1.50 MRayl and 𝑍𝑝 is 34.20 MRayl (Cheeke,

2002), which gives a maximum possible transmitted pressure of 0.20 Pa that in turn makes

the maximum received pressure to be 0.04 Pa without including the attenuation effects. When

including a linear attenuation factor for the bone, the received pressure level drops to 10−4 Pa.

The interesting features in the experimental map of Fig. 2.6 are the three local maxima occurring

for any frequency between 2-3 MHz. As explained in section 2.2.1, a maximum transmission

can occur if the thickness of the matching layer is 𝜆𝑚/4 and is followed by the skin and the bone

thickness of odd integer multiple of 𝜆𝑠/2, 𝜆𝑏/2 respectively. When using 2.26 MHz a local

maximum at a water layer thickness of 1.51 mm can be seen. At this frequency if the matching

layer thickness is 𝜆𝑚/4, the water layer thickness becomes ≈ 5𝜆𝑠/2 and the bone thickness

becomes ≈ 7𝜆𝑏/2 which are odd integer multiples of 𝜆/2 therefore lead to a local maximum

energy transmission. The same concepts can be applied for all frequencies. On the obtained

maps it is seen that on the edge of the probe bandwidth, the transmission was reduced. It is due

to the fact that the probe bandwidth is not flat and rather decreases in amplitude at the edges, so

the signal transmitted after passing through the probe edges had decreased amplitude.

The average shift corresponding to the locations of the local maxima of the experimental and the

analytical results fluctuated around an average of 0.06 mm for the selected four frequencies for

both the probes with an overall standard deviation of 0.04 mm. Thus, the model was able to
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accurately predict the local positions of the maxima, with small differences due to experimental

errors. However, a close analysis of Fig. 7 and Fig. 3 reveals that there is a deviation between the

experimental results and the analytical results. This deviation is currently thought to be caused

by the bone phantom attenuation increasing more than the predicted by assumed power law.

The discrepancy between experimental and analytical results is reduced for the lower frequency

probe, which supports, this interpretation. The overall correlation coefficient for the selected

frequencies was 0.50 for a high frequency probe and 0.78 for a low frequency probe, showing a

strong relationship between experimental and analytical results. The experimental curves are

also wider than the analytical curves in the both the comparisons of Fig. 8 and this discrepancy

is more pronounced for higher frequency probe. The reason for this widening is explained in Fig.

2.8, where FWHM of the experimental curve is roughly double that of the analytical curve for a

selected water layer thickness of 1 mm and for a centre frequency of 2.20 MHz. The widening

of the frequency spectrum directly leads to the widening of the curves in Fig. 2.7 since the ratio

of the reflected to input energy is calculated based on these spectra. Physically, this means that

the optimal frequency range is not as narrow as the prediction of the model. This also means

there is no sudden drop of energy if the transmitted center frequency is little bit away from the

optimal frequency, which is good for the practical implication of TCD.

To address the problem of using a fixed input signal for all situations, an analytical simulation

was run, which gave an optimized two-dimensional map of water layer and bone thicknesses

for which the frequency with the highest transmission was selected as shown in Fig. 2.9.

This figure suggests that given measurements of skin (Seidenari & Giovanni, 1999) and bone

thickness (Mahindra & Murty, 2009), an optimal excitation frequency could be selected to

optimize ultrasonic transmission. The optimized 2D map obtained in Fig. 2.9 suggests that

lower frequencies from 750 KHz to 1.7 MHz should be used depending on the combination

of skin and bone thicknesses, which is in agreement with previous suggestions to use lower

frequencies (Klötzsch et al., 1998; Kollár et al., 2004; Lindsey et al., 2011; White, 1992; Yousefi

et al., 2009). The main limitation of this study is that it does not account for inhomogeneities,

anisotropy and the difference between the inner and outer structure of the skull. One more

limitation of this study is that the bone phantom was considered as a single layer rather than a
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multilayer system. This assumption was made since an average speed of sound for the whole

phantom was provided by the manufacturer and not for the individual layers. Separating the bone

into multiple layers would help modeling a more realistic overall impedance mismatch but was

not feasible in this study. However, the experiment remains a valid proof of concept in a relatively

simple scenario to isolate the impedance mismatch effect. Apart from the skin thickness, there

will be a measurable thickness of connective tissue. The thickness of connective tissue will also

play a role in determining the optimal frequency selection for the measurement, but in this study

the connective tissue was neglected since the acoustic impedance of subcutaneous tissues is

around 1.35 MRayl (Shankar & Pagel, 2011), which is similar to soft tissue/brain so that they

would be nearly transparent to ultrasonic waves, and would not affect the propagation path in

an adverse manner. However, one might make this model more complex by introducing this

thickness. Also, this study considers only normal incidence and the effect of acoustic impedance

mismatch according to the angle of entry still requires further study which will also increase the

field of view. Furthermore, it is important to note that this study do not take into account effect

of frequency selection due to the backscattering coefficient of the blood which increases with

the frequency. Exploring these options will further enhance the knowledge related to ultrasonic

transmission in the skull. These effects may change the optimal selection of frequency derived

by the method. Therefore, evaluating the effectiveness of frequency optimization as suggested

here would require more detailed studies and experiments.

Future work will primarily focus on validating the proposed choice of centre frequency based on

acoustic impedance mismatch for Doppler measurements.

2.5 Conclusion

TCD is a method that is used to measure blood FV within the arteries located inside the brain but

suffers from poor image quality due to less energy penetrating through the skull. The variation

of ultrasonic transmission as a function of frequency was considered in this chapter and was due

to (1) acoustic impedance mismatch and (2) attenuation. Although there are other important

factors like phase aberration, scattering and diffraction inside the skull that affect transmission of
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ultrasound, these will affect all frequencies evenly. However by adapting the frequency to enable

strong impedance matching a significant gain in transmitted energy can be achieved. In this

chapter, a study was conducted that allows to understand how ultrasonic transmission is affected

by the skin and bone thickness acoustic impedance mismatch effects. The study was performed

by designing an analytical model which simulates US wave propagation from the piezoelectric

element into the brain. The analytical model was validated using an experimental setup which

comprised a bone phantom plate immersed in water, mimicking the acoustic properties of the

skull. Comparison between analytical and experimental results, showed that the analytical

model was able to accurately predict the occurrence of maximum energy transmission as a

function of the frequency and the water layer thickness. The average water layer thickness

difference between occurrence of maximum amplitudes was 0.06±0.04 mm. Overall correlation

coefficients of 0.50 and 0.78 showed a strong similarity between analytical and experimental

results. More analysis indicated that an optimized frequency can be chosen depending on the

measured bone and water thicknesses. This provides an opportunity to break the barrier of

ultrasonic transmission through the skull.



CHAPTER 3

DOPPLER IMAGING THROUGH A BONE PHANTOM

3.1 Introduction

Blood flow imaging through the skull is one of the major goals of TCD. However, because

of poor ultrasonic transmission through the skull, it is difficult to evaluate the blood flow in

the vessels present inside the brain. The primary aim of this chapter is to calculate the blood

mimicking fluid flow through a bone phantom without prior knowledge of the vessel diameter.

The blood flow calculation depends on the Doppler effect as discussed in chapter 2. Doppler

calculation in TCD relies on the scattering caused by the red blood cells. The resolution and

image quality of Doppler US images in TCD are strongly affected by attenuation and the effect of

acoustic impedance mismatch. Following on from the previous chapter, the major contribution

of this chapter is to optimize the frequency based on acoustic impedance mismatch effect for

Doppler experiments.

3.2 Materials and Method

The experimental setup for Doppler imaging is illustrated in Fig. 3.1. This setup comprised a

blood vessel mimicking phantom as shown in the side view of Fig. 3.1, which was kept inside a

cup to hold it. The blood vessel diameter was 2 mm with wall thickness varying from 0.5 mm to

1 mm. These numbers were provided by the manufacturer (True phantom solutions inc.). Sound

speed in the blood vessel wall was 1400 ± 10 m/s, and the density was 1020 kg/𝑚3. These

acoustic properties approximate of a real blood vessel. A continuous flow was generated using a

pump (BT100-2J). The flow could be controlled through the control panel. The maximum flow

was limited by the pump capabilities. The flow in the experiments varied from 50 ml/min to

70 ml/min, corresponding to a blood FV of 26 cm/s to 37 cm/s respectively. These blood FV

are in line with the normal blood FV extracted in the middle cerebral artery (Bishop, Powell,

Rutt & Browse, 1986) of a normal patient. The inside structure of the vessel phantom was
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assumed to be perfectly circular. A compatible tube provided by the manufacturer was used with

the pump (white color tube shown in the front view of Fig. 3.1) to carry the blood mimicking

fluid (Shelley Medical Imaging Technologies, London, ON, Canada) to the vessel. The blood

mimicking fluid contained particles of size 5𝜇m which scattered ultrasonic waves. The blood

mimicking fluid was circulating in a closed-loop circuit at room temperature and atmospheric

pressure. In this manner, there was a continuous flow of fluid without disruptions. It should be

noted that before passing the liquid inside the blood vessel phantom, the extremities of the tube

were bonded together to avoid potential leakages. A bone phantom (the same as the one used

in the previous chapter) was positioned above the blood vessel phantom as shown in the top

view of Fig. 3.1 at an approximate distance of 50 mm. The bone phantom was held by a holder

to keep the distance constant between the vessel and the bone phantom. The tank was filled

with water to simulate the properties of soft tissue. The experiments were performed using a

1.5L64-0.3x15 probe manufactured by Guangzhou Doppler Electronic Technologies Inc. The

ultrasonic probe was positioned above the bone phantom with a distance varying between 1 mm

and 2 mm. This water layer was used to mimic the skin thickness. The probe was maintained

with a holder to ensure a constant position and orientation, while the water layer thickness was

varying, for all the experiments performed on the phantom. The probe was connected to a

Verasonics Vantage 64 LE system. The imaging plane was an oblique longitudinal plane relative

to the flow direction. An angle of approximately of 45𝑜 was chosen. The choice of the angle was

arbitrary and also limited by the structure used to hold the blood vessel. However, the results

obtained in this chapter could easily be extended to other angles.

3.2.1 Methodology

3.2.1.1 Doppler processing

The whole Doppler processing pipeline is shown in Fig. 3.2. On the top, there is a probe

shown which emit plane waves. The emission of a plane wave captures the movements of blood
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BT100-2J pump

Blood mimicking fluid

Bone phantom plate

Probe

Blood vessel mimicking phantom

Top view

Front view

Side view

Figure 3.1 Front view: photo showing a BT100-2J pump which controlled the flow of blood

mimicking fluid. The blood mimicking fluid was circulating in a closed loop. A ultrasonic probe

connected to Verasonics Vantage 64 LE system. Top view: the bone phantom plate. Side view:

photo showing the position of a blood vessel and a cup holding it.

scatterers inside the insonified area of the vessel. The algorithm parameters listed in Table 3.1

were chosen to obtain a Doppler sampling frequency for plane wave Doppler imaging.

Table 3.1 Doppler experiment settings used for plane wave Doppler algorithms

Plane wave Doppler

Wave frequency 1 MHz to 2 MHz

Cycles used for the emitted signal 10 cycles

Aperture 64 elements

Steering ±5𝑜

Imaging depth 100 mm

Number of waves 300

Acquisition time for one Doppler image 42 ms

Number of frames in a Doppler image 60

US wave frequencies used in the experiments varied between 1 MHz and 2 MHz. The input

signal was a 10-cycle Tukey windowed burst, and the sampling frequency was 250 MHz. The

probe consisted of 64 elements. Five angles were used for Doppler imaging which were evenly
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Figure 3.2 Probe 1.5L64-0.3x15 emitting plane waves

at five different angles. Image reconstruction at different

angles was performed and Doppler images were formed

at each angle which were afterward combined to form a

single compounded Doppler image.
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spaced between ±5𝑜 with an angle step of 2.5𝑜. To capture the movements of blood scatterers

inside the blood mimicking fluid, 60 plane waves were emitted for each angle. Those 60 plane

waves were saved in a sequential manner in a frame. This made the frame length of 60 in

a Doppler image. The same step was repeated for all the angles. Therefore, the number of

emissions for all the angles was 300 waves. For the present application, a maximum depth of

100 mm was used. For the 100 mm depth, the time required for one plane wave to travel 100

mm in both directions was 0.134 ms according to the speed of sound in water. But, during the

experiments it was set to 0.14 ms, so that there was no overlapping between received and emitted

ultrasonic wave. Finally, to capture the complete Doppler data one angle required 8.4 ms, and

the complete acquisition required 42 ms. Once the acquisition was completed, beamforming

was performed using a DaS calculation of the captured data for each angle. A set of beamformed

images for a single angle was taken, a clutter filter was applied to reject the low frequency

components like the movement of vessels walls etc. The clutter filtering can be done in many

ways for example by using the singular value decomposition (SVD) (U. Lok,P. Song & Chen,

2020) or by applying a simple high pass filter. In this study, a simple high pass 100 Hz 6th

order Butterworth filter was applied to each pixel of the set of images. IQ demodulated images

were then calculated. Each pixel of these IQ demodulated images is represented as 𝑧(𝑥,𝑦,𝑡𝑖) ,

where 𝑥 is the probe axis, 𝑦 is the depth, and 𝑡𝑖 is the successive pulse emissions as shown

in Fig. 3.2. The autocorrelation method was then applied to the filtered data (Kasai et al.,

1985) to determine the axial blood FV at each pixel. Once the blood FV map was obtained, the

same steps were repeated for all the angles. After these steps were completed, there were 5

different Doppler images for 5 different angles. But the image quality using only a single plane

wave was poor, so to improve the quality coherent compounding was applied as described in

(Couture et al., 2012). The coherent compounding principle combines all the backscattered

echoes coming from a set of 𝑛 angles plane waves titled with different angles to form a single

Doppler image. Currently, velocity estimation errors occurring due to the angle of emission with

respect to the bone was not considered. Due to this, blood FV values can still be underestimated

or overestimated, affecting the overall blood mimicking fluid flow calculation. However, in this
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thesis, the insonification angles considered for plane waves were within ±5𝑜, so multiplying by

the cosine of the insonification angle would have a small effect on the results.

3.2.1.2 Frequency optimized Doppler experiment

To validate the frequency optimized method developed in the previous chapter, the result

presented in Fig. 2.6 was used. To confirm the effect of acoustic impedance mismatch on

Doppler experiments, two types of experiments were performed: (1) constant water layer

thickness and (2) constant input signal. The reason to do so was to show that both the water layer

thickness and the frequency could have a significant impact on the blood mimicking fluid flow

measurements. The two types of experiments are shown as blue and red dots respectively in Fig.

3.3. The red dots experiments were performed with a distance between the probe and the bone

phantom of 1 mm and for a flow rate of 50 ml/min. The blue dots experiments were performed

in which the flow rate was set to 65 ml/min keeping the transmitted frequency constant. Firstly,

the initial position of the probe was marked at the top of the bone phantom plate and then it was

moved up step by step, thus increasing the gap between the probe and bone phantom plate. This

gap mimicked the skin thickness. In the blue dot experiments, the probe was moved to a distance

of 0.2 mm, 0.4 mm, and 0.6 mm and Doppler experiments were performed by sending multiple

tone burst signal at a constant centre frequency of 1.17 MHz. For the red dot experiment, the

distance between the probe and the bone phantom plate was constant and close to 1 mm, but

centre frequency of the tone bursts were 1.17 MHz, 1.45 MHz and 1.97 MHz.

3.2.1.3 Doppler experiment for the quantification of blood mimicking fluid flow

The blood mimicking fluid flow from the Doppler images was calculated according to the Eq.

3.1.

𝑄 =
𝑣 · 𝜋 · (𝑑)2

4
, (3.1)

where 𝑄 represents the flow rate, 𝑣 the velocity calculated from the Doppler images, and 𝑑 is the

diameter of the vessel. A ROI was defined for images that aimed at segmenting the vessel from
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Figure 3.3 Figure showing transmitted amplitude as a function of

frequency and water layer thickness obtained experimentally. Blue

dots present the experiments performed at three different water layer

thicknesses, keeping a 1.17 MHz center frequency. Red dots

corresponds to the experiment performed with a constant distance

between the probe and the bone phantom plate but varying centre

frequency.

the Doppler image. A schematic diagram showing the process of defining the ROI is shown in

Fig. 3.4. The ROI was defined by first selecting the maximum pixel value from the B-mode

image and then pixels were selected whose values dropped to -3 dB.

This kind of thresholding is known as full-width half maximum and is generally accepted in

signal processing (Webb, 1993). Thus, the ROI was defined as two oblique straight lines passing

through -3 dB pixel points (equivalent to half of maximum pixel value) in the image, which

covers most of the vessel and disregards the noisy part of the image. Diameter was defined as the

width perpendicular to ROI. Fig. 3.5 (a) shows the result of this process on a real reconstructed

B-mode image using minimum number of cycles that could be emitted from the probe at its

center frequency. It should be noted that since the outer structure of the blood vessel phantom
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Figure 3.4 Schematic diagram showing the process to calculate the

diameter of the vessel. Firstly, the maximum pixel value was selected

(shown in red color) and then pixels whose values drop down to half

(shown in green color) compared to the maximum pixel value were

selected. ROI was then defined as two oblique lines passing through

the points where the intensity of the pixel was dropped to half of the

maximum. The diameter "d" is the width perpendicular to the

selected ROI.

was irregular, some parts of the vessel were smaller than others in the reconstructed B-mode

image. Based on the calculated ROI from a B-mode image, the diameter of the vessel was

calculated perpendicularly to the flow direction. The calculated diameter from the B-mode

image was 5.40 mm. The calculated ROI was then used and placed on the top of the Doppler

image to segment it as shown in Fig. 3.5 (b) . Since Doppler imaging requires many cycles

to be emitted, the spatial resolution was not optimal and as a result, the reflection obtained

from the vessel was larger than the original size of the vessel. The velocity calculated from the
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Figure 3.5 Figure showing (a) B-mode image of a blood vessel mimicking phantom showing

the diameter "d" and the defined ROI (b) Doppler image constructed using a plane wave imaging

algorithm showing velocity which was calculated using an autocorrelation method (c) A

segmented Doppler image using the defined ROI. From (a) the first image, the diameter of the

vessel was calculated using pixel values when it drops down to 0.5 and two oblique horizontal

lines were drawn with the size of diameter, and the region between the lines is called ROI. (b)

ROI was placed on top of the Doppler image to segment and an arrow inside the ROI shows the

flow direction. (c) FV of the blood mimicking fluid flowing in the vessel is the mean value of the

pixels inside ROI.

segmented image Fig. 3.5 (c) was the mean value of the pixels inside the corresponding ROI

from an autocorrelation equation. For the current phantom configuration, five experiments were

performed using the plane wave imaging algorithm. Control of the flow from the pump was

kept constant at 65 ml/min, and the flow direction of the blood mimicking fluid was towards the

probe.
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Figure 3.6 Figure showing the effect of acoustic impedance mismatch done on Doppler images.

Figures b,c and d correspond to a distance between the probe and the bone phantom plate of 1

mm and 3 different centre frequencies and the flow rate for this experiment was set to 50 ml/min.

Figures e,f and g correspond to a centre frequency of 1.17 MHz and a distance between the

probe and a bone phantom plate of 1.20 mm,1.50 mm and 1.80 mm and the flow rate for this

experiment was set to 65 ml/min.

3.3 Results

3.3.1 Impedance mismatch

Fig. 3.6 shows the effect of impedance mismatch considering Doppler effect. Fig. 3.6 (b), (c),

(d) correlates to the red dots in the 2D map shown on the left. The corresponding FV was

therefore 28 cm/s which can be estimated with a centre frequency of 1.45 MHz. However, when

the centre frequency was set to either 1.17 and 1.97 MHz the FV could not be easily detected.

This is in line with the transmission maps obtained in the previous chapter and shown in Fig.

3.6 (a). Fig. 3.6 (e), (f), (g) represents a second experiment. In these experiments, the centre
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frequency was kept constant at 1.17 MHz. The flow rate could not be detected with a distance of

1.5 mm between the probe and the bone phantom plate at 1.17 MHz as was suggested by the

energy transmission map shown in Fig. 3.6 (a).

3.3.2 Quantitative flow

The quantitative flow results are provided in Table 3.2.

Table 3.2 Flows calculated from five reconstructed images. The values are in ml/min and

the standard deviation and mean flow is calculated for the reference. The calculated values

from the reconstructed images showed consistency over different experiments with

overestimation of blood mimicking fluid flow rates.

First Experiment Second Experiment Third Experiment Fourth Experiment Fifth Experiment
Theoretical flow rate 65 ml/min 65 ml/min 65 ml/min 65 ml/min 65 ml/min

Calculated flow rate 398.50 ml/min 451.40 ml/min 462.53 ml/min 431.75 ml/min 486.72 ml/min

FV 29.10 cm/s 32.85 cm/s 33.66 cm/s 31.42 cm/s 35.42 cm/s

True FV 34.48 cm/s

Calculated diameter 5.40 mm

True diameter 2 mm

Measured
quantities for all the five experiments Standard deviation of all the five experiments Mean of all the five experiments

FV 2.38 cm/s 32.48 cm/s

Flow rate 33.24 ml/min 446.18 ml/min

The measured flow rate was approximately seven times higher than the true flow rate. Consistency

of the flow rate results was proven by showing a standard deviation of 33.28 ml/min for a

mean flow rate of 446.18 ml/min, which accounted for only a 7.3% of deviation around mean.

Similarly, for the FV the results obtained showed a standard deviation of only 2.28 cm/s with a

mean of 32.48 cm/s. The diameter of the vessel was overestimated by approximately 2.7 times

the real diameter. These results showed that it was possible to calculate the flow rate inside

the vessel in the presence of bone with great consistency. The overestimation of the diameter

calculated from B-mode image was, however, a strong limitation.

3.4 Discussion

In this chapter Doppler images were obtained to show the effect of the acoustic impedance

mismatch, this laid a background for a proof of concept that using a fixed frequency may lead to
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unsuccessful Doppler measurements. This chapter also measures the quantitative flow rate in

the blood vessel phantom from outside the bone phantom via the plane-wave Doppler. It was

shown in this chapter that adapting the frequency to the distance between the probe and the bone

phantom plate had a significant influence on the success of a measurement.

The results showed that for a given water layer thickness, there could be multiple frequencies for

which Doppler measurements were successful. But there were some other frequencies in which

Doppler measurements were unsuccessful, because there was insufficient energy transmitted for

that combination of water layer thickness and frequency. Therefore, it is very important to first

measure the skin and bone thickness of the patient, and then based on the 2D map select the

right frequency for which there is high transmission of ultrasound.

Under normal circumstances, the flow rate in TCD varies between 50 ml/min to 70 ml/min.

However, with vasospasm, the blood FV can reach up to 180 cm/s that corresponds to a

flow rate of 340 ml/min (Kohama, Sugiyama, Sato, Endo, Niizuma, Endo, Ohta, Matsumoto,

Fujimura & Tominaga, 2016) which implies a very high flow rate. Such high flow rates were

not achievable in the current experimental setup. The elasticity of the blood vessel phantom

used in the experiments was not high enough to support this. Flow rates higher than 100 ml/min

were tried and the phantom ruptured because of the high flow. Therefore, a flow rate between

50 ml/min to 70 ml/min was used to keep the vessel intact. However, the proposed method for

optimizing frequency with respect to the acoustic impedance mismatch effect will still remain

valid and Doppler measurements can be extended to the higher FV also.

The results from Table 3.2 showed the consistency of the Doppler measurements done on the

phantoms. However, the flow rates were overestimated by by a factor of about seven. The reason

behind this was the diameter which was overestimated by approximately 2.7 times. Since the

flow rate is directly proportional to the square of the diameter as shown in Eq. 3.1, the flow

rate was overestimated by a factor of approximately 7. The overestimation of the diameter was

caused by the pulse length used in the experiments. The smallest pulse length which could

be sent from the probe was approximately double the diameter at the center frequency of the
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probe. Therefore, in the B-mode image of a blood vessel phantom, the diameter appears much

larger than it is in reality. For Doppler imaging a longer pulse length was used to have a narrow

frequency band such that there was a minimum error in determining the Doppler shift. To rectify

the problem of determining the diameter in the B-mode image correctly, one solution is to use a

probe that can send a shorter pulse to accurately capture the diameter of the vessel.

Apart from the overestimation caused by the diameter, the measured FV from the Doppler image

was consistent and close to the theoretical FV. The mean FV obtained from the experiments was

32.48 cm/s with a standard deviation of 2.28 cm/s which is very close to the theoretical FV of

34.48 cm/s. This showed that the major cause of the overestimation of the flow was from the

diameter and not from FV.

3.5 Conclusion

The study in this chapter was performed to show the effect of acoustic impedance mismatch on

Doppler data. Due to the acoustic impedance mismatch effect, Doppler measurements were

successful at 1.45 MHz for a given 1 mm water layer thickness, and for other frequencies where

the SNR was low, Doppler measurements were unsuccessful. The same phenomenon was

observed when water layer thicknesses were varied keeping the frequency constant at 1.17 MHz,

in this case at a water layer thickness of 1.5 mm. The method was not able to record the FV due

to low SNR. This effect adds to the effect of attenuation already present in the bone phantom.

Based on these results, it would be advisable for clinicians to change the emitted frequency

of the probe depending on the skin and bone thickness of the patient. Doing so will make it

possible to measure the localized blood flow from cerebral arteries. After proving the concept of

acoustic impedance mismatch on Doppler images, quantification of flow rates were performed

using five experiments in which flow rates were kept constant at 65 ml/min. The results obtained

showed an overestimation of flow rates by a factor of seven , due to an overestimation of the

diameter. Overestimation of the diameter occurred due to the usage of pulse lengths which could

not be shortened due to the limitations of the probe used. Though flow rates were overestimated,

they were consistent between the five experiments, with a standard deviation of 33.24 ml/min
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and a mean of 446.48 ml/min, which represents only a 7.44% deviation around the mean

value. Additionally, the mean FV calculated from all the five experiments was very close to

the theoretical FV with an absolute difference of 2 cm/s. A method for estimating the vessel

diameter is therefore essential to successful flow rate measurements.



CHAPTER 4

IMPROVING ULTRASONIC IMAGING THROUGH IRREGULAR SURFACES

4.1 Introduction

Imaging of the blood vessels present inside the brain via TCD is difficult because it suffers from

the poor ultrasonic transmission. This poor transmission is due to the presence of the skull in the

wave propagation path. As suggested in the previous chapters, the skull introduces many effects

that decrease the transmitted energy of the ultrasound for example phase aberration, variations

in the speed of sound in the skull, scattering, acoustic impedance mismatch, and absorption.

However, all the aforementioned effects did not consider the reduction of ultrasonic transmission

due to the outer part of the skull. The skull is a three-layer structure in which the diploe is

sandwiched between outer and inner tables as shown in Fig 4.1 (a). As shown in Fig. 4.1 (b),

the layers of the skull have a curvature and are not flat as shown in Fig. 4.1 (b). However, in

this chapter the effects due to outer surface of the skull will be investigated. Due to irregular

shape, the US plane wave gets distorted and scattered in different directions and transmission

loss happens. The work presented in this chapter studies the loss of transmission due to the

external surface of the skull and introduces a process to improve the transmission.

4.2 Simulation of the effect of irregularity of the skull surface shape on the transmission
of ultrasound

4.2.1 Finite element simulation

AFEMmodel for which a schematic is presented in Fig. 4.3 was used to simulate the transmission

of longitudinal US through the temporal window of the skull. It was built upon a skull CAD

whose geometry was provided by True Phantom Solutions inc. The mesh used in the simulation

consists of triangular elements and was optimized to provide a convergent solution to the wave

equation. Twenty-five finite elements per wavelength were used in the water layer (Mickael Brice,

2008). The first layer of the model was a piezoelectric layer which consisted of 64 finite elements
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Figure 4.1 A 3D micro-CT scan of the phantom (Wydra & Maev, 2013) of the temporal part of

the human skull. This phantom is 7 mm thick and consists of three-layer structure of bone.

Outer table being the outermost part of the skull, diploe having the most porosity, and the last is

the inner table. (b) A slice through the thickness of the bone. The outer table has a slight

curvature due to which there is an ultrasonic transmission loss as shown in Fig. 4.2
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Figure 4.2 Transmitted energy as a function of skin and bone thickness. These are the results

of a FEM simulation performed in section 5.2.1. Figure (a) shows a simulated map of the

ultrasonic energy transmitted to the brain when considering bone as a plate. Figure (b)

represents energy transmitted to the brain with respect to the plate model when the bone is

considered to have curvature. The variation of energy along the water layer thickness axis is due

to acoustic impedance mismatch effect.
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Figure 4.3 A two-dimensional FEM acoustic wave

propagation model for transcranial US. Each section presents a

material whose property is given in the Table 4.1

and with the properties shown in below Table 4.1. All finite elements from the piezoelectric

layer transmitted ultrasonic waves simultaneously to generate a plane US wave. A 10-cycle

Tukey windowed tone burst was used as an excitation. A time step increment of 1𝑛𝑠 was used

based on the stability criteria defined by 𝛿𝑡 = 0.8 ∗ 𝛿𝑥/𝑣𝑚𝑎𝑥 (Rajagopal & Lowe, 2007), where

𝑣𝑚𝑎𝑥 is the fastest velocity among the given materials. The POGO finite element solver was used

to run the simulation (Huthwaite, 2014). The material properties were taken from (Fry & Barger,

1978) and are in the below Table 4.1 where E is the modulus of elasticity. It should be noted that

water was modelled as an isotropic elastic solid layer. The reason was POGO cannot model
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fluids with acoustic elements (Huthwaite, 2014). The porosity in the bone region varies from

30 to 60% in the diploe region and 5 to 10% in the outer and inner table region (Fry & Barger,

1978). For the simulation purposes, the porosities were introduced artificially. Here porosity

means the introduction of elements in the model which were filled with water properties. For

example, 35% porosity in the diploe layer meant that 35% of the elements present in the diploe

layer were given the properties of water. The same was done by introducing a porosity of 5%

each for the outer and inner table.

Table 4.1 Material properties used in the FEM.

Material E (GPa) Poisson’s ratio Density (Kg/m3)

Piezoelectric layer 157 0.39 7500

Skin layer .04 0.49 1000

Matching layer 14 0.34 2195

Diploe layer 13.40 0.25 1740

Outer and Inner table layer 20 0.3 1890

Water layer .04 0.49 1000

As shown in Fig. 4.2 the FEMpredicted a loss of energywhenever a curved surface is encountered

by a plane wave due to the distortion of the wavefront. The solution to this problem is to

stimulate the transducer elements in such a way as to compensate for the irregular shape of the

skull and create a plane wave after ultrasonic transmission through surface of the outer table so

that US thereafter continues to propagate as a planar wavefront. To do that, firstly it is important

to know the shape of the surface (in this case outer table). This information can be derived by

calculating the time taken by each element of the probe to receive the reflected waveform from

the outer table, hereafter called a delay. If the delays are the same for each element, the surface

is flat and there is no surface shape compensation required. If the delays are not the same then

there is a need for surface shape compensation. Once delays are calculated for each element,

then the ultrasonic wave can be transmitted with the calculated delays in such a manner that a

planar wavefront is formed after propagation through the outer table. To accomplish this the

SAUL (Hopkins et al., 2013) technique from the non-destructive testing literature was used.

This technique uses 4 to 5 plane wave transmissions depending on the geometry of an inspected

surface. Multiple transmissions are needed to calculate the delay for individual transducer
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elements. Since, a single plane wave transmission do not capture the true delay information of

the skull shape, and has information mixed up from the neighbouring elements as shown in Fig.

4.4 (a), and called incoherent delays. Increasing transmissions decreases the incoherency of

delays for each element for surface adaptation. After a few transmissions, the delays for each

element becomes coherent (each element’s delay does not have an effect from the neighbourhood

element) and becomes adaptive to the surface in the received waveform as shown in Fig. 4.4 (b).

Thereafter, a plane wave is transmitted compensating the reception delays.

(a) (b)

US probe US probe

Plane wave transmitted

Plane wave received with 
inaccurate delay information

Plane wave received with 
accurate delay information

Plane wave transmitted that
compensates receive delaysMultiple transmission

Irregular surface Irregular surface

Incoherent delays Coherent delays 
Transmission

Reception

Figure 4.4 Schematic diagram showing incoherent vs coherent delays. Figure (a) shows when

a plane wave is transmitted, delays due to irregularity of the skull shape becomes incoherent and

transducer elements do not catch the true delays due to the surface shape. These kind of delays

are called incoherent delays. Figure (b) shows that when multiple US plane waves are

transmitted with adapted delays, transducer elements capture the true information of delays in

the plane wave reception. These kind of delays are called coherent delays. Thereafter, a plane

wave is transmitted that compensates the reception delays.

Firstly, to calculate the delays a plane wave was generated from the emitters shown in Fig. 4.3

from the top to the bottom. Since there is a significant acoustic impedance mismatch between

the skin and the outer table layer, a reflection will occur from the surface. To identify the

reflection, a waveform with a very small wavelength is required, ideally, a probe with a centre
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frequency varying from 5 to 10 MHz will suffice since the thickness of the skin is very small

and usually varies from 1 mm to 2 mm (Seidenari & Giovanni, 1999). But transcranial Doppler

measurements are done with a lower frequency, varying between 1 MHz and 2 MHz with a

correspondingly larger wavelength. If a probe with a higher center frequency is used for surface

compensation, then it has to be replaced with a lower frequency probe for Doppler measurements.

The problem is that replacement of the probe will not guarantee the same position from where

the surface profile is calculated. The solution to this problem is to make use of a delay line and

keep using a low-frequency probe (Chang, Cho, Wang & Zou, 2013). A delay line is medium

placed between the active elements of a probe and the skin layer. The delay line has acoustic

properties similar to skin (Chang et al., 2013) and can therefore be used without affecting energy

losses due to acoustic impedance mismatch. A delay line varying from 7 mm to 10 mm is

sufficient to calculate the surface profile using a low-frequency probe. The cross-correlation

technique was used to compute the delay for each element.

Figure 4.5 shows the surface profile calculated by sending the plane wave multiple times and

adapting it each time to the surface of the outer table. It also shows the comparison with the

theoretical surface taken from the CAD model for comparison. The estimated and theoretical

surfaces are in very close agreement.

A plane wave was transmitted with the calculated delays that compensated the irregularity of the

skull shape, and created a planar wavefront after the outer table surface.

Figure 4.6 below shows a simulation of a compensated plane wave and a plane wave which was

sent without the delays. This simulation was carried out for a 2 MHz centre frequency with a

skin and average bone thicknesses of 2 and 4 mm, respectively. The attenuation for the bone

region was set to 45 dB/cm @ 2.25 MHz. The dashed oval in the figures shows the arrival of the

waves after the outer table surface. It can be clearly seen in the zoomed region of the two figures

that the plane wave has lower energy because of uneven spread and has some lighter shaded

areas over the oval-shaped region due to the curvature of the surface. Quantitatively, the surface

compensated plane wave had 8.12 dB higher energy as compared to the non-compensated plane
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Figure 4.5 Comparison between the theoretical and

calculated surface profiles. The theoretical surface was

taken from a CAD model, and the SAUL method was

used for calculating the surface profile.

wave for this simulation. This was assessed by dividing the normalized energy of the surface

compensated plane wave with that of the plane wave from the 2D map shown in Fig. 4.7 for a

skin layer thickness of 2 mm at 2 MHz. This simulation was done only for one combination of

skin and bone thicknesses, but from the results described in Chapter 3, it was clear that due to

acoustic impedance mismatch, some combinations of skin layer thickness and frequency might

lead to poor transmission. To evaluate this effect, a 2D simulation was run for different skin

layer thicknesses and frequencies keeping the bone thickness constant. The 2D map of Fig. 4.7

(a) shows that the transmitted energy is increased in the case of surface compensated plane

wave transmission as compared to plane wave transmission. Fig. 4.7 (b) shows that for any
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Figure 4.6 Figure showing simulation comparison for compensated and without compensated

plane wave. The figure (a) shows an uncompensated plane wave after the outer table. The oval

region marked presents wavefront after passing through the outer table. The figure (b) shows a

surface compensated plane wave after the outer table. The one with surface compensated plane

wave has overall 8.12 dB greater energy as compared to normal plane wave transmission.

given combination of skin layer thickness and frequency, the overall transmission of energy via

compensated plane wave imaging is greater uncompensated plane wave transmission.

Plane waves should be transmitted at multiple angles to enhance the SNR (Le Jeune et al., 2016),

and thereby improving plane wave Doppler imaging. Given the success of the proposed surface

shape compensation method for the transmission of 0𝑜 angle plane waves, the same method for

the angle transmission as well was applied. Fig. 4.8 shows the transmission of a compensated

plane wave and an uncompensated plane wave at 10𝑜 angle to the surface as a proof of concept.

Again, the transmitted energy after the outer surface was greater in the compensated plane wave

simulation. Fig. 4.9 shows a 2D map for different skin layer thicknesses and centre frequencies

when a plane wave is transmitted at a 10𝑜 angle to the surface. The figure again showed that the
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Figure 4.7 Figure (a) and (b) shows the transmitted energy variation for different skin layer

thickness and frequencies for the surface compensated and plane wave. The compensated plane

wave for each frequency had overall higher energy.

overall transmission of energy with the compensated plane wave was higher than normal plane

wave transmission.

4.2.2 Experiment: A-scan comparisons between multi angle compensated and uncom-
pensated plane waves for different skin thicknesses

To validate proof of concept developed in previous section, an experimental setup was devised.

Fig. 4.10 shows the different components which were used to make the setup. A corner bracket

was used to hold a linear positioning stage (Velmex A1503P20-S1.5, 0.025 mm resolution)

vertically. The probe holder was fixed to the adapter using set screws. An ultrasonic probe

developed by Guangzhou Doppler Electronic Technologies Inc. whose bandwidth is 1-2

MHz was attached and could be moved vertically using the linear stage. The whole assembly

was immersed in a water tank, which also contained a temporal bone mimicking phantom

(Wydra &Maev, 2013) made of a ceramic material mimicking the acoustic properties of the skull.

Five kinds of different phantoms were used in this study with varied thicknesses, attenuation and

geometrical shapes. All five phantoms are shown in Fig. 4.11.
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Figure 4.8 Simulation of compensated and a normal plane wave which was transmitted at

10𝑜angle. The wave inside the oval region has 2.40 dB higher integrated energy compared to

normal plane wave transmission.

The acoustic properties of all the phantoms and their thicknesses are shown in Table 4.2. The

following experiment was conducted for all the phantoms. An aluminum block was kept at

a distance of 12 cm from the bone phantom and acted as a reflector. The water between the

phantom and the probe mimicked the skin’s acoustic properties.

Table 4.2 Acoustical properties of the phantoms.

Samples
Averaged thickness

(mm)

Average speed of

sound (m/sec)

Averaged attenuation at 2.25 MHz

(dB/cm)

A 2.2 2820 45

B 4 2820 45

C 7 2820 45

D 4 2820 30

E 4 2820 60
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Figure 4.9 Figure (a) and (b) shows the transmitted energy variation for different skin layer

thickness and frequencies for the surface compensated and plane wave at 10𝑜 inclination. The

surface compensated plane wave for each frequency has overall higher energy but does not have

a huge improvement over the plane wave.

Top view

Side view

Figure 4.10 A digital photo of an experimental setup consisting of a probe, bone phantom, and

an aluminum block which is used as a perfect reflector.

An ultrasonic probe was connected to a Verasonics vantage 64 LE system. The transmitted

waveform was a 10-cycle Tukey windowed tone burst as shown in Fig. 4.12 (a). To first measure
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Sample A Sample B

Sample C Sample D

Sample E

Figure 4.11 Five different temporal bone phantoms with different thicknesses and

attenuation mimicking the acoustical properties of the skull.
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the delay profile, the probe was moved up by 10 mm from the outer surface of the phantom. This

gap mimics the delay line. A plane wave was emitted iteratively to fit the outer surface of the

phantom. A typical delay profile is shown in Fig. 4.13. Once the delay profile was calculated,

the gap between the probe and the outer surface of the phantom was adjusted to keep the water

layer thickness between 1 mm and 2 mm. To make a measurement, surface compensated US

is transmitted for a typical water layer thickness and the received waveform resulting from

reflection off from the top part of the bone phantom and the surface of the aluminum block is

captured. The captured waveform is shown in Fig. 4.12.
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Figure 4.12 A typical time trace of a received waveform for sample B, comparing surface

compensated and a normal plane wave for a frequency of 1.41 MHz and a gap between the

probe and the bone phantom of 1.5 mm. The figure also shows a reflection from the aluminium

block. The figure clearly shows an increase in the amplitude as well as the energy for a

compensated plane wave.
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The ratio of the extracted reflected waveform energy to the input signal energy was calculated

according to Eq. 4.1

𝐸𝑏𝑟𝑎𝑖𝑛 =

���� |FFT(𝑠𝑖𝑔𝑛𝑎𝑙𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑) |
|FFT(𝑖𝑛𝑝𝑢𝑡) |

����2 . (4.1)
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Figure 4.13 A typical delay profile calculated for sample E which was

smoothed out for better representation.

Comparison of the received energy from surface compensated US and plane wave US experi-

mentally was done. For example, as shown in Fig. 4.12, an experiment was done for a water

layer thickness of 1.5 mm comparing the received energy waveforms of the two methods.

To measure and compare the received energy of the surface compensated US and plane wave US

for all the samples shown in Fig. 4.11 steps mentioned below were performed for each sample:
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1. The time delay profile was calculated by sending plane waves iteratively to fit the outer

surface of the skull for each sample and one of the example for sample E is shown in Fig.

4.13. This curve was smoothed out for better presentation.

2. The gap between the probe and the bone sample surface was adjusted to mimic real skin

thickness i.e. between 1 mm and 2 mm.

3. Multiple frequencies ranging from 1 MHz to 2 MHz were sent from the probe for a typical

water layer thickness with angles ranging from −10𝑜 to +10𝑜 at an interval of 5𝑜 degree.

4. The received energy ratio was calculated for each frequency and angle using Eq. 4.1. Once

it is done the ratio of maximum energy between surface compensated US and plane wave

US was selected for the given water layer thickness.

5. Lastly, the probe was moved by a step of 0.2 mm to do the process in steps 3 and 4 until

water layer thickness reaches 2 mm.

After completing this process, the results are shown in Fig. 4.14. This figure shows the

comparison of the ratio of received energies between compensated and uncompensated plane

waves in dB. The result shown were normalized to maximum of 30 dB for each sample. The

gain in transmitted energy ratio between compensated and uncompensated plane waves was

highest when 0𝑜 angle was used irrespective of any sample and skin thickness. However, this

gain in the energy ratio started to get diminished when ultrasonic waves were transmitted with a

tilt for all the investigated temporal bone phantoms.

4.2.3 Experiment: B-scans comparison between multi angle compensated and uncom-
pensated plane waves for all the five samples

A second experiment focused on the evaluation of image quality of surface compensated US

and plane wave US. The setup was the same as in part A. To evaluate the SNR performance of

the two methods on the image, both type of waves were sent with the probe one after another

with a bone sample beneath the probe. The image area was 180 mm by 20 mm and covered the
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Figure 4.14 Experimental 2D maps of A-scan comparison for compensated and

uncompensated plane wave. The x-axis of the figures represents angles varying from −10𝑜 to

+10𝑜, whereas the y-axis represents water layer thickness varying from 1 to 2 mm. The color

scale represents the energy ratio between compensated and uncompensated plane waves in dB.

complete probe aperture. Experiments for the evaluation of B-scan images were done for the

angles ranging from −10𝑜 to +10𝑜 at intervals of 1𝑜. Once all the images from different angles

were available, they were added up coherently to form one compound image. The SNR of each

image was calculated via following process: sum of the energy was taken from the reflected

region of aluminium block seen in the image and dividing it by the sum of the energy above and

below the reflection region. This SNR calculation is shown in Eq. 4.2 which is coupled with

Fig. 4.15. The water layer thickness was kept constant at 1.5 mm for every phantom. The way

SNR was calculated is shown in Fig. 4.15 and its equation in Eq. 4.2. The results obtained from

the experiments are shown in Fig. 4.16 and in Fig. 4.17. The results shown contain the SNR for

each sample, for both the surface compensated plane wave US image and uncompensated plane

wave US.

𝑆𝑁𝑅 =

∑∑
𝐼2
𝑥,𝑦(𝑟𝑒 𝑓 𝑙𝑒𝑐𝑡𝑒𝑑𝑟𝑒𝑔𝑖𝑜𝑛)∑∑

𝐼2
𝑥,𝑦(𝑛𝑜𝑖𝑠𝑦𝑟𝑒𝑔𝑖𝑜𝑛𝑢𝑝𝑝𝑒𝑟 )

+
∑∑

𝐼2
𝑥,𝑦(𝑛𝑜𝑖𝑠𝑦𝑟𝑒𝑔𝑖𝑜𝑛𝑙𝑜𝑤𝑒𝑟 )

(4.2)
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Figure 4.15 Figure showing an example of a B-scan image for

the calculation of SNR. The x-axis of figure represents the

transducer width in mm and y-axis represents imaging depth in

mm. The red part in the image show noisy region and green part

show the reflected region. SNR is calculated by dividing the sum

of the energy of the reflected region by the sum of the energy of

the noisy region also shown in Eq. 4.2

The results showed a reflection from an aluminium block at a depth of 120 mm from the probe

for every sample. However, in every figure, reflection from the aluminium block was of different

shape which was because of the different outer and inner shapes of temporal bone phantoms.

There was an overall gain in SNR varying between 10-15 dB depending on the samples except

sample E which showed only a gain close to 5 dB.

4.3 Discussion

In this chapter, the SAUL (Hopkins et al., 2013) technique was used to improve the image quality

of TCD systems using surface compensated plane waves. This technique was developed in
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Figure 4.16 Experimental B-scan comparison for uncompensated plane wave and surface

compensated wave for samples A,B and C. The x-axis represents the transducer width,

whereas the y-axis represents the depth. All figures showing improvement in the

transmitted energy in the case of surface compensated ultrasonic waves.
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Figure 4.17 Experimental B-scan comparison for plane wave and surface compensated wave

for samples D and E. The x-axis represents the transducer width, whereas the y-axis represents

the depth. Both pair of figures showing improvement in the transmitted energy in the case of

surface compensated ultrasonic waves.

NDT. By optimizing the imaging frequency based on the expected effect of acoustic impedance

mismatch and timing the emissions from individual transducer elements to achieve the surface

shape compensation, the transmission of US through the bone phantom increases. This increase

in transmission leads to better image quality and higher chances of a successful Doppler
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measurement. The bone phantoms that were used lack heterogeneities and could cause more

losses in the overall transmission. However, once the wave with a higher energy is penetrated

after the outer boundary of the skull, these effects will be the same for both plane wave and

surface compensated plane wave. The results obtained show that irrespective of the bone

phantom properties like thickness and attenuation, surface compensated plane wave always have

higher energy transmission and SNR as compared to an uncompensated plane wave. The reason

is that the plane wave is distorted after propagation through the first layer of the skull.

The results in the FEM shown in Fig. 4.6 predicted that this improvement translates to a 65%

increase in the maximum energy for a 0𝑜 incidence angle and the specific phantom geometry

involved in the simulation experiment. This percentage gain depends on the outer structure of the

skull. The more distorted a plane wave gets due to the surface irregularity, more improvement

compensation can bring. However, the gain in the transmitted energy was only 15% when a 10𝑜

angle was used. One of the reasons is that when a longitudinal ultrasonic wave enters the skull

with an angle, it can be refracted into shear waves according to Snell’s law. Energy loss due

to shear mode conversion can be considered as attenuation. It can also be seen that when the

emitted wave is angled (Fig. 4.9) the amplitude of the plane wave emerging from outer surface

of the skull is less as compared to the amplitude in Fig. 4.7 of FEM which proves the concept

that energy is lost in shear waves when angled ultrasonic waves are emitted. However, it is

important from the imaging point of view to consider multiple incidence angles, because images

acquired from different angles are typically compounded to improve the overall SNR of images

produced by plane wave TCD imaging. However, overall there is a limitation in this method if

the surface shape is highly curved relative to the wavelength used then it might be possible there

is no improvement at all (Hopkins et al., 2013). The results in section 5.2.2 follow the same

trend as predicted by the FEM where the ratio of received energy between plane and surface

compensated plane wave is highest for a 0𝑜 angle and degrades as the tilt of ultrasonic waves

increases because of the introduction of shear waves (is considered as a part of attenuation) due

to tilt of ultrasonic waves. So, it may happen that for larger angles there is no significant gain for

the imaging purpose. Though, in most of the samples, maximum energy was seen at 0𝑜 angle,



85

in some of the samples like B and E maximum energy was seen at −5𝑜 and +5𝑜 respectively.

This might happen due to the misalignment of the probe relative to the bone sample. There was

another limitation in the study, which involved considering reflection from an aluminium block.

In reality, there would likely be scattering from various types of blood particles. This scattering

might have a different effect on the overall SNR gain from surface compensated plane wave. A

better solution might involve the use of a hydrophone rather than an aluminum block to see what

impact surface compensated plane waves have on the overall transmission energy.

The results in section 5.2.3 demonstrate the performance of the method for transcranial imaging.

The method was able to mitigate the challenge of energy losses caused by the complex geometry

of the skull. Generally, TCD requires the probe to be placed at a 0𝑜 incidence angle relative to

the bone (Bathala, Mehndiratta & Sharma, 2013), but if it is not then there is an energy loss due

to the tilt of ultrasonic waves. The method, as shown in section 5.2.3, alleviates this limitation

by increasing the energy transmission for the angles that were tested. In all the samples, there is

a gain in SNR varying from 10 dB to 15 dB, apart from sample E which showed a gain of only 5

dB. This exception might be due to the higher attenuation in sample E, which was 1.3 times the

attenuation in sample (A, B, C) and 2 times the attenuation in sample D.

4.4 Conclusion

In TCD, energy losses caused by the irregularity of the skull has not been investigated in depth.

The energy losses happen because the US plane wave gets distorted after encountering an

irregular surface and loses its planar wavefront which causes a loss in the transmitted energy.

This chapter focused on improving the distorted wave after propagation through an irregular

surface. The improvement means converting a distorted wave into a planar wavefront. To do so,

the SAUL technique was used to iteratively adapt each transducer element’s emission delay to the

geometry of the surface. Delays calculated from the SAULmethod were used to send a waveform

that compensates for the geometry of the outer surface of the skull. To evaluate this technique, a

FEM model was used to simulate ultrasonic wave propagation through an irregular surface and

SAUL technique was applied in FEM. The main goal of the FEM simulation was to compare the
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transmitted energy levels of the waveform for a plane wave and a surface compensated wave.

Results showed an overall 65% of improvement at a 0𝑜 incidence angle and a 15% improvement

when the ultrasonic probe is tilted 10𝑜 relative to the surface. The results obtained from the FEM

laid a proof of concept for the experiments. The experiment was performed using bone phantom

samples with irregular surfaces that mimicked the acoustical properties of the real temporal

bone. The experiments were performed in two parts. Part-A comprised of A-scan comparisons

between compensated and uncompensated plane waves. The results from part-A showed that

compensated plane waves had higher transmitted energies compared to uncompensated plane

waves. Part-B was done using B-scans comparison. Part-B experiments suggested an overall 10

dB -15 dB of improvement in transcranial B-scan images. These are very promising results for

TCD imaging, which generally suffers from poor transmission.



CONCLUSION AND RECOMMENDATIONS

Cerebrovascular activity monitoring is important in clinical care. TCD is a non-invasive method

that measures blood FV in the arteries inside the brain. The blood FV measurement can help in a

variety of diagnostic cerebrovascular applications. Although TCD sonography provides several

advantages as compared to other modalities (e.g. safety, less cost, portability), the acceptance of

the TCD method in detecting conventional problems like vasospasm has been limited. Detecting

vasospasm requires blood flow rate, and for that, it is required to accurately determine the

diameter of the blood vessel. Predicting the diameter of the blood vessel requires high-quality

imaging. One of the reasons why TCD fails to record the blood flow rate is due to the insufficient

transmission of energy into the brain; the blood vessels are not visible in the majority of the

patients. This thesis focused on increasing the transmitted energy into the brain. In this study,

firstly an analytical model was developed which provided a 2D map of transmitted energies as a

function of frequency, skin, and bone thickness. This 2D map demonstrated the effect of the

acoustic impedance mismatch effect due to the bone-soft tissue interface. This analytical model

was validated with an experimental setup suggesting that choosing the right frequency will

increase the chances of a successful measurement. The analytical and experimental results were

strongly correlated. A first journal paper was accepted in December, 2020 in IEEE Transactions

on Ultrasonics, Ferroelectrics and Frequency Control.

Once it was established how transmitted energy plays a role as a function of skin and bone

thicknesses, Doppler experiments were performed to prove the concept. It was shown in this

chapter that choosing the optimal frequency from the 2D map developed in chapter 3 helps

in a successful measurement of blood mimicking fluid flow due to a higher SNR. But there

were some combinations of frequency and water layer thickness for which it was not possible

to measure the flow due to low SNR. Furthermore, experiments were conducted to measure

blood mimicking fluid flow rates. This work showed that flow rates were successfully calculated

across five experiments. Though flow rates were overestimated by a factor of 7 they showed
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consistency. It was discovered that diameter overestimation was causing this, since calculated

blood FV were within 5% of the theoretical blood FV.

The last chapter was about solving the problem of transmission energy losses due to the irregular

outer surface of the bone. To accomplish this task, the FE solver was used in the evaluation

and refinement of creating a plane wave beyond the outer surface of the skull. Although FE

solver did not provide an exact match of noise effects, inhomogeneities present in the real skull,

it was useful in validating the proof of concept and comparing performance metrics - especially

using simplified assumptions. For the experiments, five temporal bone phantoms with different

thicknesses, curvatures, and attenuations were used. Using the approach described above firstly

an optimal frequency was chosen for the maximum energy transmission. Once the optimal

frequency was obtained, the surface profile of the bone phantom was calculated by setting the

distance between the probe and the bone phantom to 1 cm. The surface profiling was calculated

according to SAUL. A surface compensated wavefront could then be transmitted. For the

comparison, two kinds of results were used, one comparing the amplitudes of the signal without

the compensated ultrasonic waves and the surface compensated ultrasonic waves. Secondly,

B-scan images using multiple plane waves were reconstructed. Results showed a gain of 10-15

dB when using a surface compensated wave.

So overall, it can be concluded that the acoustic impedance mismatch combined with surface

compensation of ultrasonic waves presents a novel procedure to increase the chances of a

successful Doppler measurement from a TCD system.

It is highly recommended to perform an acoustic impedance mismatch study considering a more

complex analytical model, which involves multiple layers of bone and a scalp tissue layer to

include more attenuation effects. Doing this will help in understanding the overall effects of

these layers on the choice of frequency. Furthermore, to perform the Doppler experiments for

irregular bone surfaces is also recommended. The experiments should not only include acoustic
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impedance mismatch but also surface compensated US using the SAUL method discussed in

chapter 5. An improvement in TCD imaging quality is anticipated when applying both the

aforementioned techniques together.

Finally, an in-vivo study involving a large number of samples with varying bone thicknesses is

also recommended. This would give a solid demonstration of clinical viability for the findings

in this work.
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