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Sur l’apprentissage incremental de domaine et son application à la détection de
modifications dans des images numériques

Julien NICOLAS

RÉSUMÉ

Un accès facile à des appareils puissants et la diffusion rapide des réseaux sociaux ont entraîné

une augmentation sans précédent de la quantité d’images numériques disponibles. Cela a

facilité l’essor de la contrefaçon d’images numériques, qui peut être facilement exploitée par

des criminels à des fins obscures (fraude à l’assurance, vol d’identité, etc.). Pour identifier les

techniques de falsification d’images les plus répandues, des réseaux de neurones convolutifs

(CNN) ont été proposés récemment dans la littérature. Néanmoins, ces approches utilisent

des hypothèses fortes sur la disponibilité des données et leurs domaines. En particulier, elles

supposent que i) les données d’entraînement et de test sont tirées des mêmes distributions, et ii)

les domaines des données restent inchangés dans le temps. Nous soutenons que ces hypothèses

peuvent cependant limiter l’applicabilité des méthodes de détection de modifications existantes

à des scénarios très contraignants.

Pour pallier à ces limitations, nous présentons une nouvelle approche d’apprentissage incrémental

de domaines (Domain Incremental Learning – DIL) basée sur un mélange de modèles CLIP

adaptés par prompt (que l’on appelle MoP-CLIP), qui généralise le paradigme du S-Prompting

pour gérer à la fois les données provenant de distributions connues et celles hors distribution lors

de l’inférence. Au moment de l’entraînement, nous modélisons la distribution des caractéristiques

de chaque classe pour chaque domaine connu, en apprenant des prompts textuels et visuels

pour adapter le modèle CLIP à chaque domaine. Lors de l’inférence, les modélisations nous

permettent d’identifier si une image appartient à un domaine connu et de sélectionner le bon

prompt pour la tâche de classification, ou à un domaine inconnu et d’utiliser la technique à base

de mélange proposée.

Notre évaluation empirique révèle les limitations des méthodes DIL existantes en présence de

changement de domaine, et suggère que le modèle MoP-CLIP proposé a des performances

compétitives dans le scénario standard, tout en surpassant les méthodes récentes dans des

scénarios avec données hors distribution (Out-of-distribution – OOD). Ces résultats démontrent la

supériorité de MoP-CLIP , offrant une solution robuste et générale au problème de l’apprentissage

incrémental (de domaines).

Nous soulignons également que les algorithmes d’apprentissage incremental doivent être évalués

sur des jeux de données représentant des problèmes réels et effectuons une évaluation de ces

algorithmes et notre méthode en les appliquant au problème de détection de modifications dans

des images naturelles.

Mots-clés: continual learning, prompt tuning, classification, CLIP, incremental learning





On Domain-Incremental Learning methods and its applications to forgery detection

Julien NICOLAS

ABSTRACT

The easy access to powerful devices and quick spread of social networks have led to an

unprecedented increase of the amount of available digital images. This has facilitated the rise of

digital image forgery, which can be leveraged easily by criminals with obscure purposes (i.e.,

insurance fraud, identity theft, etc). To identify the most prevalent image forgery techniques,

convolutional neural networks (CNN) have been proposed recently in the literature. Nevertheless,

these approaches make strong assumptions about the availability of data and its domains. In

particular, they assume that i) training and testing data are drawn from the same domain

distribution, and ii) the data domain remains unchanged over time. We argue that these

assumptions, however, may limit the applicability of existing forgery detection methods to highly

constrained scenarios.

To address these limitations, we present a novel Domain-Incremental Learning (DIL) approach

based on a mixture of prompt-tuned CLIP models (MoP-CLIP), which generalizes the paradigm

of S-Prompting to handle both in-distribution and out-of-distribution (OOD) data at inference.

At the training stage, we model the feature distribution of every class in each domain, learning

individual text and visual prompts to adapt to a given domain. At inference, the learned

distributions allow us to identify whether a given test sample belongs to a known domain,

selecting the correct prompt for the classification task, or from an unseen domain, leveraging a

mixture of the prompt-tuned CLIP models. Our empirical evaluation reveals the limitations of

existing DIL methods under domain shift, and suggests that the proposed MoP-CLIP performs

competitively in the standard DIL settings while outperforming state-of-the-art methods in

OOD scenarios. These results demonstrate the superiority of MoP-CLIP , offering a robust and

general solution to the problem of domain incremental learning, while relaxing the assumptions

previously made for data distributions.

We also emphasize that domain-incremental learning approaches must be benchmarked with

challenging real-world datasets, and therefore conduct a realistic evaluation of the proposed

method, as well as existing domain-incremental approaches, on a harder task, i.e., domain-

incremental forgery detection, Our findings reveal that in this challenging scenario, the proposed

method still yields competitive performance.

Keywords: continual learning, prompt tuning, classification, CLIP, incremental learning
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INTRODUCTION

Digital image forgery has become a worldwide problem, with many forms of forgery (e.g.,

insurance fraud, fake news, identity theft) negatively affecting our life. This effect could be

attributed to two main factors. First, the accessible costs of mobile phones and digital cameras

has led to an exponential proliferation of digital images. This is further magnified with the rise

of social networks, where millions of users worldwide share their digital images systematically.

And second, the availability of many image editing tools that allow easy manipulation of images

can result in the craft of realistic-looking forgeries. While image manipulation can have marginal

effects on some domains, they can have a significant impact in several other ones. Let us take,

for example, the case of forgery of official ID documents, such as passports or driver licenses,

where the non-detection of malicious actions may have catastrophic consequences in terms of

security, privacy and economic damage. Despite the existence of many techniques for digital

image forgery, copy-move and splicing are considered the most common methods for image

manipulation Meena & Tyagi (2019). The main objective of forgery detection techniques is to

determine whether a query image contains cloned or added regions, which will likely evidence a

potential malicious intent.

Initial attempts for these techniques include the use of classical machine learning methods, such

as PCA, Zernike moments (Ryu, Lee & Lee, 2010), blur moments (Mahdian & Saic, 2007),

keypoint-based methods such as SIFT (Yang, Sun, Guo, Xia & Chen, 2018) or SURF (Bo,

Junwen, Guangjie & Yuewei, 2010). Nevertheless, many of these traditional methods rely

on strong assumptions about particular image characteristics, such as edge sharpness or local

features. These assumptions are not guaranteed in forged images since transformations such as

image resampling or compression might hide visible manipulation traces. This limits the use of

these approaches to forgery with low level of sophistication, which are far from realistic and

challenging scenarios. With the advent of deep learning, recent approaches involve end-to-end

trainable solutions that can relax these assumptions (Wu, Abd-Almageed & Natarajan, 2018;
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Bayar & Stamm, 2018). For example, Dang, Liu, Stehouwer, Liu & Jain (2020) proposed a dual

branch deep architecture to localize potentially manipulated regions by means of visual artifacts

and copy-move regions via visual similarities. Authors in (Wu, AbdAlmageed & Natarajan,

2019a) proposed a pipeline with two Siamese Convolutional Neural Networks (CNN) for image

splice detection and localization in the context of fake news detection. Their proposed approach

evaluated whether an image is self-consistent, adding photo meta-data as supervisory signal in

addition to the photo content. More recently, a Generative Adversarial Network including an

attention module was presented in (Li, Xie, Li, Wang & Zhang, 2021) to detect and localize

copy-move forgeries.

Nevertheless, despite the relative success of these techniques to detect digital image manipulations,

they assume that i) training and testing data are drawn from the same domain distribution,

and that ii) the data domain remains unchanged over time. These assumptions, however, may

limit the applicability of existing forgery detection methods to highly constrained scenarios.

For instance, a forged image can be uploaded to social networks, where additional processing

such as compression, blurring, lightning changes or resizing will take place. While these

modifications may seem to be small in terms of distributional drift, recent evidence (Wang, Fink,

Van Gool & Dai, 2022a; Song, Lee, Kweon & Choi, 2023) suggests that they are sufficient to

degrade the performance of models trained on a source, unmodified domain.

A naive solution to alleviate the aforementioned issues could be to retrain the model each time a

new set of labeled samples is available. Nevertheless, privacy concerns in many scenarios (e.g.,

forgery detection in ID documents) or higher complexity costs (e.g., retraining the model with

the whole augmented dataset) make this strategy unrealistic. We also expect to devise models

that are adapted to new domains or classes without forgetting their prior learned knowledge,

a setting where standard transfer learning techniques are not applicable. To overcome these

limitations of existing forgery detection methods Dang et al. (2020); Li et al. (2021); Dong,
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Chen, Hu, Cao & Li (2022), we resort to Domain-Incremental Learning approaches, which can

continually learn and adapt throughout their lifetime without forgetting relevant past knowledge.

Note that in the tackled scenario, the label space remains the same over time (i.e., classes do not

change), but the stream of used data suffers from a continuous distributional shift.

0.1 Limitations of Domain-Incremental Learning methods

Several limitations hamper the use of Domain-Incremental Learning (DIL) methods in real-world

scenarios. For instance, most state-of-the-art DIL methods perform satisfactorily in known

domains, but typically fail when unseen domains are presented (see Fig. 0.1). More concretely,

known domains refers to the scenario where a target domain 𝐴 is used for adapting the model,

and reported results include the performance of the model in the same domain 𝐴. In contrast,

we denote as unseen domains, where the model is adapted with samples drawn from domain 𝐴,

but it is also evaluated in a new domain 𝐵. This is particularly important in real-world scenarios

where training and testing data of the a priori same domain may present distributional drifts

that degrade the model performance. Moreover, most models see their performance drastically

degrade after image resizing or downsampling. For instance, the F1 score of CAT-Net on CASIA

v2 (Dong, Wang & Tan, 2013) drops from 0.7 to 0.15 after simply resizing the images.

In addition, we believe that most domain incremental learning methods are benchmarked on

toy datasets, i.e. sequences of domains with domains on where it is easy to train classifiers

from scratch 1, such as CORe50 Lomonaco & Maltoni (2017), Split CIFAR-100 van de Ven,

Tuytelaars & Tolias (2022) or Permuted MNIST Zenke, Poole & Ganguli (2017). In contrast,

forgery detection in digital images is a hard problem by itself and it is important to find solutions

to alleviate the spread of forged images and, consequently, of false information that can have

negative economical, societal and security impact. SOTA models specialized in the task of

1 Note that in these datasets, it is possible to have accuracies in the range of 90-95% in a non-incremental

setting.
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Figure 0.1 Performance degradation under the presence of domain shift between

adaptation and testing samples, which shows that state of the art (SOTA) approaches for

DIL do not generalize well. We employ SOTA domain-incremental learning S-Prompts

Wang et al. (2022b) as use-case. The red line represents the performance across each test

domain, when all domains have been seen by the model. In contrast, the blue dotted line

shows the performance of the same model when the test domain remains unknown,

highlighting the performance degradation under distributional shift.

forgery detection typically yield accuracies ranging from 60 to 80%, which highlights the

difficulty of the task. Domain-incremental forgery detection therefore seems like a harder

scenario to test domain incremental learning methods. Furthermore, most networks specialized

for forgery detection use non standard architectures adapted for the task which restrict the number

of domain-incremental learning methods that we can use.

0.2 Contributions and outline

Motivated by these limitations, we introduce in Chapter 2 (2) a novel general-purpose DIL

solution, which generalizes the recent S-liPrompts approach (Wang et al., 2022b) for both

in-distribution (i.e., seen domains) and out-of-distribution (i.e., unseen domains) data, evaluated

on common DIL benchmarks (CORe50 Lomonaco & Maltoni (2017), DomainNet Peng et al.

(2019) and CDDB-Hard Li et al. (2023)). Furthermore, we perform a more realistic empirical
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validation, evaluating the proposed model in the context of domain-incremental forgery detection.

Specifically, our contributions can be summarized as follows:

• We first expose that existing state-of-the-art domain incremental learning approaches suffer

in the presence of distributional shift between samples used in the learning and testing phases,

which hampers their generalization to unseen domains (Fig. 0.1).

• Based on these observations, we present a novel general DIL strategy based on a mixture

of prompt-tuned (MoP) CLIP (Contrastive Language-Image Pre-Training Radford et al.

(2021a)) models, generalizing the recent S-liPrompts approach (Wang et al., 2022b) to work

with both in-distribution and out-of-distribution data. In particular, the proposed approach

learns class-wise features distributions for each known domain, allowing to detect whether a

given inference sample comes from a known domain. We stress that the results from this

contribution have been submitted to the IEEE/CVF Winter Conference on Applications of

Computer Vision (WACV) 2024.

• The proposed approach does not store exemplars (past training data) for replay, reducing the

computational burden compared to conventional methods and alleviating potential privacy

issues. Furthermore, our model is agnostic to the sequence order, which brings an extra level

of flexibility compared to most existing DIL methods.

• Extensive experiments demonstrate that our approach performs at par with state-of-the-

art general DIL methods on known domains, while largely outperforming them under

distributional drifts.

In Chapter 3 (3), we perform a realistic evaluation of our method and of some common

incremental-learning methods in the context of domain-incremental forgery detection, apply

our proposed MoP-CLIP method without any hyperparameter tuning on this use case and show

that its competitive performance on this hard scenario as well. In particular, we advocate for

the need to craft methods whose parameters transfer well to new tasks, which are adaptable to

custom architectures and work on challenging classification tasks.
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Last, we describe in Appendix (I) several perspectives for future work, which give a potential

solution to these problems.



CHAPTER 1

PROBLEM DEFINITION AND LITERATURE REVIEW

1.1 Problem definition

In this section, we introduce the basic notions to understand the presented setting. In particular,

we first present the most popular types of digital image forgeries in Section 1.1.1. Then, we

formally define image classification (Subsection 1.1.3), segmentation (Subsection 1.1.4) and the

domain incremental learning problem (Subsection 1.1.5) under the forgery detection scenario.

1.1.1 Image forgery

Image forgery refers to the manipulation of digital images to alter their semantic information

and, therefore, their interpretation. It can be used maliciously, for instance, to forge proof, for

political propaganda or profit. The most widely used image forgery techniques are copy-move,

splicing and removal. Image forgery detection is difficult because one has to disentangle these

malicious attempts and legitimate image modifications, such as compression, image resizing or

contrast enhancement. Cryptographic methods have been proposed to guarantee the integrity of

digital images but their seals break at the slightest modification, which is not realistic considering

transmission and legitimate modifications.

• Copy-move forgery (Fig. 1.1) consists in copying a part of an image, which is then blended

into the same image.

• In splicing (Fig. 1.2), a part of an image is copied and then blended into another image.

• Removal (Fig. 1.3) is generally used to hide something in a image.

• Retouching (Fig. 1.4) is used to drastically change some characteristics of the image. It

can be, for instance, changing the contrast or luminosity in order to hide certain parts of the

image.
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Figure 1.1 Example of copy–move forgery (a) Original image, (b) Forged

image (duplicated object highlighted) (Dixit & Naskar, 2017)

Figure 1.2 An example of image splicing (A) and (B) The genuine images

(C) The resulting image. (Alamro & Yusoff, 2017)
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Figure 1.3 Image inpainting samples in case of object removal

(Kumar & Meenpal, 2020)

Figure 1.4 Samples of image retouching. A) The genuine image B) The

forged image. (Alamro & Yusoff, 2017)

1.1.2 Feature extraction

Because of the size of the candidate images in forgery detection, it is computationally intractable

to directly use their RGB representation in classifiers or segmentation models to train dense

neural networks. Convolutional Neural Networks possess a great feature extraction power,

which means that they are able to compress relevant image information and turn it into a feature
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representation. The reduced input can then be processed with fully connected layers, for instance

to perform classification or segmentation.

Given an image input of height 𝐻 and width 𝑊 denoted 𝑥 ∈ IR𝐻×𝑊×3, we will use 𝑓𝜃 (𝑥) ∈

IR𝐻′×𝑊 ′×𝐶 to represent 𝐶 feature maps extracted by a convolutional network with parameters 𝜃.

1.1.3 Image forgery classification

We call a set of examples images and labels M = {xi, 𝑦𝑖} with xi being an image, and

𝑦𝑖 ∈ Y = {0, 1}. xi is pristine if 𝑦𝑖 = 0 and transformed by 𝑡𝑖 ∈ T if 𝑦𝑖 = 1 (T being a finite set

of image manipulations).

The aim of image manipulation detection is to retrieve the label 𝑦 ∈ Y associated to an image.

Image manipulation classification is more fine-grained as the goal is to retrieve 𝑡𝑖 with a classifier

𝑐(x).

This classifier 𝑐(x) allows us to compute the probabilities 𝑝 𝑗 of 𝑚 being a pristine image 𝑜

transformed by 𝑡 𝑗 ,∀𝑡 𝑗 ∈ T . In other words, we find the set P : {𝑝 𝑗 = 𝑃(𝑚 = 𝑡 𝑗 (𝑜)),∀𝑡 𝑗 ∈ T }.

1.1.4 Image manipulation segmentation

Image manipulation segmentation is closely related to image manipulation detection. While the

former aims at describing each pixel of the candidate image (i.e., identifying those pixels with

potential modifications), the latter aims at describing the entire image as a whole (i.e., whether

the image has been manipulated). In this class of problems, we usually have a set of examples

S1 = {xi, 𝑀𝑖} with xi an image of dimensions 𝐻 ×𝑊 , and 𝑀𝑖 ∈ {0, 1}
𝐻×𝑊 a segmentation map.

Each element of 𝑀𝑖 corresponds to the probability that its associated pixel is manipulated.
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The goal of image manipulation segmentation is to infer a manipulation map 𝑀 given a previously

unseen image 𝑋 . Instead of having 𝑀𝑖 ∈ {0, 1}
𝐻×𝑊 , it is also possible to associate each pixel to

𝐶 different manipulation classes and have 𝑀𝑖 ∈ {0, 𝐶−1}𝐻×𝑊 .

1.1.5 Domain-Incremental learning

Given 𝑆 = {𝐷1...𝐷 𝑗 ...𝐷𝑛} and denoting as 𝐴𝑖 the accuracy of the model on the dataset 𝐷𝑖, the

aim of Domain-Incremental Learning is to maximize the Cumulative Accuracy:

𝐶𝐴 =
1

𝑛

𝑛∑
𝑖=1

1

𝑖

𝑖∑
𝑗=1

𝐴𝑗 (1.1)

At each timestep 𝑗 , the model can only train using 𝐷 𝑗 and not to the previous ones (e.g. to satisfy

privacy, performance or memory constraints) but it is still evaluated on those past domains.

The inference is domain-agnostic: Given one data sample, the model doesn’t have access to

the domain index to make its prediction (at test time). In other words, if we want to classify an

unknown sample 𝑥 ∈ 𝐷𝑖, we do not know 𝐷𝑖.

We want to make sure that the model generalizes to unseen domains while performing well

on known ones, because as explained the model could encounter test data coming fro unseen

domains. We therefore advocate for the need to maximize the following instead of (1.1):

1

𝑛

𝑛∑
𝑖=1

1

𝑖

𝑛∑
𝑗=1

𝐴𝑗 (1.2)
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1.2 Bibliographic study

The aim of this section is to introduce relevant previous attempts at forgery detection and

domain-incremental learning.

1.2.1 Forgery detection

1.2.1.1 Classification

Feature maps fusion: In order to perform copy-move detection in images using a CNN as a

feature extractor, Li et al. (2021) chose to consolidate the original image input by also using

feature maps representing spatial intensity values associated with different frequency bands. As

they observed empirically that forgery clues are present in some frequency bands, using those

features directly along with the original images allows for a faster convergence of the network

and lowers the amount of training data needed to create a good representation. Since the original

input is conserved and these new feature maps are fused with the ones extracted by a CNN

later, no knowledge is lost as it can be the case in traditional machine learning flows where only

potentially sub-optimal hand-crafted features are used.

The new feature maps are fused with the extracted ones before the middle flow of a Xception

network (Chollet, 2017) using a 1×1 convolutional layer. Abstract features are on the first hand

extracted separately from the RGB image and the frequency information, then fused together

and convolved again.

We note x𝑖 as the original image, 𝑔(x𝑖) as the extracted frequency clues from x𝑖, 𝑓𝜃1
as Xception’s

entry flow transform, 𝑓𝜃2
as Xception’s middle and exit flows transform, and � as a 1×1

convolution. Final features maps 𝐹 in Li et al. (2021) are therefore:

𝐹 = 𝑓𝜃2
( 𝑓𝜃1

(x𝑖) � 𝑔(x𝑖)) ∈ IR𝐻1×𝑊1×𝐶1 (1.3)
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Feature fusion can also be performed at the beginning of the network when the handcrafted

features are concatenated along with the image, forming a new input. In that case, we let the

network find the most adequate kernel parameters to fuse the features as in (Liu et al., 2021). If

we note [·, ·] as feature maps concatenation and using Li et al. (2021)’s parameters, we would

have the following fused feature maps:

𝑓𝜃2
( 𝑓𝜃1

( [x𝑖 , 𝑔(x𝑖)])) ∈ IR𝐻2×𝑊2×𝐶2 (1.4)

The fusion of the feature maps could be improved with an architecture with skip connections

between layers similarly to HyperDenseNet’s (Dolz et al., 2018) which would give the network

more flexibility on how to perform the fusion.

Capturing more general features: Without adequate consideration, forgery detection networks

typically overfit to the training data Dong et al. (2022). It is a problem as one want to detect

forgery clues in the images and not learn the semantic of what is a normal image. One therefore

has to ensure that the extracted features summarize the input efficiently without losing information

necessary to perform the downstream task. Feature extractors implemented as a convolutional

neural network tend to generalize poorly. Indeed, it seems that, in a lot of cases, the extracted

features only help classifying the examples present in the training set but are not always efficient

at creating a useful representation for examples of unseen classes.

The feature extractor is sensitive to the choice of classes and in particular to its granularity. It

has been empirically shown that initially training the feature extractor to create a representation

to discriminate finer classes can help improve generalization (Wu et al., 2019a). Indeed, by

creating a hierarchy of coarse to fine classes and training a first model using the finer classes,

classification performance using the most coarse level (which are therefore superclasses) seem

to be improved and performance on unseen manipulation types as well. In Wu et al. (2019a),
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the hierarchy goes from the most used manipulation types such as copy-move, Gaussian blur

or box blurring (being the most coarse levels) to refined manipulation types such as Gaussian

blur with a kernel size of 3 (finest level). It makes the number of different classes go from

10 to 385, adding model complexity in the classifier part. This makes it harder to select an

adequate baseline for the classifier, as algorithms performing the best on a 10-class problem are

not necessarily the best as well for the 385-class problem. While it is tractable to compare the

performances of algorithms for 10-class problems, it becomes more computationally expensive

to do it for 385 classes.

Once the model with 385 classes is trained, one can choose to keep the parameters from the

feature extractor frozen (which is now supposed to be creating more robust features) and to

retrain a 10-way classifier on top of the frozen feature extractor.

Single center loss: Image forgery detection has traditionally been formulated as a classification

problem where the aim is to identify existing manipulation types. As researchers only have

access to a limited set of examples and are not aware of all the image manipulation types, one

of the key challenges in classification is to improve the generalization of the network without

overly deteriorating its discriminative power. Indeed, one must ensure that its network will

still deem as forged the images manipulated using so far unknown techniques. Deep learning

models supervised with Cross Entropy losses focus on finding a good decision boundary to

discriminate known manipulation types and pristine examples in the feature space. While this

could be sufficient if the training data and the inference data were well aligned with little noise,

it is not enough in most real use cases. The margin between the classes will typically be small.

As the margin between classes is small, it is easy to make a confident error.

Only the feature distribution associated with pristine images should not change in a dataset

containing a new manipulation type. In Li et al. (2021), the authors focus on constraining

this feature space instead of the manipulated ones. In order to create a margin between points
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representing pristine images and corrupt ones, a new loss is created with the aim of ensuring

compactness of the pristine image’s features in the feature space, and manipulated images feature

points are pushed away, by a controllable margin 𝛿.

This loss can be formulated as follow:

𝐿 = 𝐷𝑛𝑎𝑡 + max(𝐷𝑛𝑎𝑡 − 𝐷𝑚𝑜𝑑 + 𝛿, 0) (1.5)

with 𝐷𝑛𝑎𝑡 representing the average Euclidean distance between representations of pristine images

and their feature space class center, and 𝐷𝑚𝑜𝑑 representing the average Euclidean distance

between representations of corrupt images and the class center of pristine images.

Introducing m as the feature space class center of pristine images, we can then formalize this as:

m =
1

Ω𝑛𝑎𝑡

∑
x𝑖∈Ω𝑛𝑎𝑡

𝑓𝜃 (x𝑖) (1.6)

𝐷𝑛𝑎𝑡 =
1

Ω𝑛𝑎𝑡

∑
x𝑖∈Ω𝑛𝑎𝑡

‖ 𝑓𝜃 (x𝑖) −m‖2 (1.7)

𝐷𝑚𝑜𝑑 =
1

Ω𝑚𝑜𝑑

∑
x𝑖∈Ω𝑚𝑜𝑑

‖ 𝑓𝜃 (x𝑖) −m‖2 (1.8)

Therefore, we will optimally have:

𝐷𝑛𝑎𝑡 = 0 and 𝐷𝑛𝑎𝑡 − 𝐷𝑚𝑜𝑑 + 𝛿 = 0 ⇒ 𝐷𝑚𝑜𝑑 = 𝛿 (1.9)

When presented with an image transformed with an unseen forgery type, the classifier is supposed

to be less confident about its prediction if the manipulation does indeed modify the features

extracted previously.
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1.2.1.2 Segmentation

Weak supervision: It can sometimes be useful to convert a segmentation problem into a

classification one. Indeed, when one is presented with a classification algorithm and examples

are only labeled at the pixel-level, one has to supervise the model without image level information.

It is possible to supervise the model in such a fashion using some hypotheses. A cost function

with only image-level labels is introduced in (Dang et al., 2020) for this specific scenario:

L𝑖𝑚𝑔 = |𝜍 (Mi) − 0|, if 𝑦𝑖 = 0 (1.10)

L𝑖𝑚𝑔 = |max(𝜍 (Mi)) − 0.75|, if 𝑦𝑖 = 1 (1.11)

where 𝜍 (𝑥) denotes the sigmoid function.

This loss can then be used to perform weakly supervised segmentation learning where some

example are fully labeled with their ground truth manipulation mask and some only with

image-level labeling. We use a classification and a segmentation loss for the former and only a

classification loss for the latter.

Encoder-decoder architectures: Encoder-decoder architectures have been widely used

in segmentation models and unsupervised learning Minaee et al. (2021); Ranzato, Huang,

Boureau & LeCun (2007). The encoder part is usually similar to the feature extractor of

classifiers, consisting of layers gradually narrowing down feature maps and expending their

dimensionality. Although classifiers are usually made of dense layers, decoders usually consist

of fully convolutional layers and upsampling operators.

The method of Wu et al. (2018) specializes in detecting copy-move forgeries, for which corrupt

pixels are coming from a pristine zone of the same image and are duplicated in another zone.
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In this case, it is useful to identify the origin and the target regions. Two encoder-decoder

branches are used to meet that goal. The first one detects image manipulation and the second one

uses a self-correlation module to detect similarity between parts of the image. Both branches

are first optimized using a binary cross-entropy loss. Combining these two approaches, it is

possible to infer the origin and the destination of the copy-move. Authors chose to use this

direct supervision but also to optimize a fusion classifier module for these two branches using

categorical cross-entropy loss. The whole network is then fine-tuned with the three losses.

A decoder architecture has multiple steps of upsampling. It is proved formally and empirically

in (Liu et al., 2021) that these steps usually leave traces in the frequency domain and mostly in

the phase spectrum. It is therefore informative to consolidate the input features of the model

with a representation of this phase spectrum.

Self-attention: Attention mechanisms in deep-learning pipelines generally allow for increased

performances and interpretability. We can draw a parallel with human vision which focuses

on specific relevant parts of the image and therefore can forget irrelevant parts (which can be

considered as noise).

Attention mechanisms are usually comprised of two key parts: learning an attention map, i.e., a

heat map from where the important features are supposed to be located, and using that attention

map to forget useless information.

The attention map can be generated directly from the example images or using prior knowledge.

In (Dang et al., 2020), these two approaches are leveraged jointly. Indeed, the attention map

space is approximated into a 10-dimensional one using the 10 most important components

extracted by Principal Component Analysis on the ground truth masks. It is then far easier

to estimate 10 parameters to generate one attention map than to recreate the attention map
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completely. This can be useful when we do not have a lot of training examples, or some of the

examples lack pixel-level labeling (using 1.10 or 1.11).

Multiple orders of attention can be beneficial for the network. For instance, a first order attention

map is used in (Islam, Long, Basharat & Hoogs, 2020) to reduce the feature space (but not

necessarily its dimension) and to modulate the features according to their relative importance. A

second order attention mechanism is used to consolidate pixel-level features with features of

other relevant pixels that can be located far away. In a classical convolution setting it would have

been harder to process these features together because of how far they can be and how narrow

the receptive field associated with pixels usually is.

Attention is exerted after feature extraction where we have features 𝑓𝜃 (x) ∈ IR𝐻1×𝑊1×𝐶1 . In order

to reduce memory constraints, attention is performed on patches instead of pixels.

The feature tensor then becomes 𝑓2,𝜃 (x) ∈ IR𝐻2×𝑊2×𝐶2 with 𝐻2 = 𝐻1/𝑅 and 𝑊2 = 𝑊1/𝑅 and 𝑅

the patch size. 𝐶2 = 𝐶1 in case of aggregation or 𝐶2 = 𝐶1 × 𝑅2 if we concatenate the features of

all patches in channel-wise manner. Since we want to calculate similarity between features, this

feature tensor is reshaped into 𝑓3,𝜃 (x) ∈ IR𝐻2𝑊2×𝐶2 .

An affinity matrix

𝐴 = 𝑓3,𝜃 (x) · 𝑓 3,𝜃 (x)𝑇 (1.12)

is then computed. As we are not interested by self-correlation between same patches, a Gaussian

filter is applied on 𝐴 to reduce the value of elements in or near the diagonal, producing 𝐴𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 .

Softmax (𝜎) is then applied for normalization:

𝐴2 = 𝜎(𝐴𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑) (1.13)
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This is the second-order attention matrix that can be used to consolidate pixel-level features with

features of other relevant pixels that can be located further away:

𝑓 4,𝜃 (x) = 𝐴𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 · 𝑓 3,𝜃 (x) (1.14)

First order attention map 𝐴1 can be computed by locating patches highly correlated with other

patches using 𝐴2. These patches will have some high values row-wise (or column-wise) in 𝐴2.

It is then possible to reduce 𝐴2 by creating a representation with the 𝐾 largest values of each row

(or column) and to reshape the computed matrix to the size of the original patch-wise feature

representation, giving:

𝐴𝐾 ∈ IR𝐻2×𝑊2×𝐾 (1.15)

𝐴2 can be learned from 𝐴𝐾 using 3 convolution layers followed respectively by BN+ReLU,

BN+ReLU and Sigmoid. It is then possible to highlight the patches that are highly correlated

with other patches:

𝑓 5,𝜃 (x) = 𝐴2 · 𝑓 3,𝜃 (x) (1.16)

Attention can also be specifically channel-wise or on the spatial dimension as it is the case in

(Woo, Park, Lee & Kweon, 2018). Either way, these modules are integrated within the network

and optimized jointly with it.

Channel-wise attention: Channel-wise attention is aimed at reinforcing the representation

of some feature maps using a channel-wise attention map. This attention map is computed as

follows:

𝐴𝑐 = 𝜎(𝑀𝐿𝑃(ChannelAveragePool( 𝑓3,𝜃 (x))) + 𝑀𝐿𝑃(ChannelMaxPool( 𝑓3,𝜃 (x)))) (1.17)
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where ChannelAveragePool denotes average pooling on each feature map, resulting in one value

per channel, and ChannelMaxPool maximum pooling on each feature map, resulting in one

value per channel. MLP denotes a one hidden layer multi-layer-perceptron. This attention map

can used on the features in the same way as a 1×1 convolution operation with equal input and

output size and 𝐴𝑐 as kernel.

Spatial attention: Spatial attention is aimed at reinforcing the representation of elements at

some position in the feature maps using a spatial attention map:

𝐴𝑠 = 𝜎(𝐶𝑂𝑁𝑉7𝑥7(SpatialAveragePool( 𝑓3,𝜃 (x))⌢SpatialMaxPool( 𝑓3,𝜃 (x)))) (1.18)

where SpatialAveragePool denotes average pooling across the feature maps, and SpatialMaxPool

maximum pooling across the feature maps, compressing all the feature maps in one. 𝐶𝑂𝑁𝑉7×7

denotes a convolution with a 7 × 7 kernel. 𝐴𝑠 is applied over the channel dimension using

element-wise multiplication. If we have 𝑓3,𝜃 (x) ∈ IRℎ2𝑤2×𝑐2 then 𝐴𝑠 is concatenated 𝑐2 times

across the channel dimension, forming 𝐴𝑠,𝑐2 and spatial attention is applied as below:

𝑓3,𝑎𝑡𝑡,𝜃 (x) = 𝐴𝑠,𝑐2 � 𝑓3,𝜃 (x) (1.19)

Anomaly detection: In most of the real use cases in forgery detection, it is hard to collect a set

of paired (image,label) examples and we only have access to a set of pristine images U = {x𝑖)}.

It is however possible to describe each of these images with features 𝑓𝜃 (x𝑖). One can then create

a model 𝑑 that will compute the probability of an image 𝑥 being corrupt based on the similarity

of its features compared to the features of the images in the pristine images set (similarity of

𝑓𝜃 (x)) with feature of the other images of U ( 𝑓𝜃 (x𝑖)). This method aims at finding anomalous

features and thus at detecting that the image was manipulated. However, it does not allow us to

infer the image forgery type.
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The choices of 𝑓 and 𝑑 depend on the different approaches of anomaly detection and require

hypotheses on the data. Bammey, Gioi & Morel (2020) formulates the problem as an anomaly

detection one. Their work is based on the assumption that most of the pristine images were

taken by a camera model using an image sensor overlaid with the same color filter array. The

CFA consists of a 2 pixels by 2 pixels square pattern repeating over the whole image sensor.

It is composed of sensors sensible to red, green or blue light and allows for the interpolation

of a RGB image from sparse RGB information. As reconstruction from the image from one

channel leaves traces, it is possible to predict which color of the color filter array was over the

cell associated with a pixel of the image. This phenomenon makes it possible to formulate a

self-training task: given blocks of mostly non-manipulated images (more robust prediction than

at pixel-level), predict its position modulo the pattern shape (2,2). It is then possible to infer the

position of most blocks in non-manipulated images but harder for manipulated images since the

restoration process has been altered. Manipulated blocks can therefore be detected using this

fact.

Self-training: Wu et al. (2019a) uses a self-training task to learn a rich feature representation

of the images and then performs patch-wise features anomaly detection. It does so with different

reference windows sizes in a far-to-near fashion. In this case, we at first only have U = {x𝑖},

and labels are created by applying 385 different transforms (𝑡 ∈ T ) on the original dataset to

create forged images, as explained in 1.2.1.1.

The features extracted by 𝑓𝜃2
are compared at a local level to features in reference windows of

different sizes (of lengths 7, 15, 31 and of the image size) using a Z-score. These Z-score are

then compared in a sequential manner using a ConvLSTM2D layer (𝑑𝑢) (Shi et al., 2015) and

allows for inference of anomalous patches.
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1.2.2 Domain-Incremental Learning

As explained in 1.1.5, the aim of domain-incremental learning is to optimize the cumulative

performance of one model through its lifetime and not just perform well on one domain at a

time. We will now give some background on the existing literature on DIL.

1.2.2.1 Regularization methods

Regularization-based methods aim at identifying the important weights of a deep neural network

and penalizing a change in those weights when learning on a new domain. Elastic Weight

Consolidation (EWC) (Aich, 2021) is a regularization technique which uses a quadratic penalty

based on the Fisher information metric’s diagonal to penalize changing weights important to

previous tasks. This method is well-principled but also makes strong assumptions, i.e. it is

based on a second order Taylor expansion (therefore local) and uses a rough approximation

of the Fisher information metric which could be improved. Synaptic Intelligence (SI) (Zenke

et al., 2017) computes an importance measure for each parameter of the network to capture the

contribution of these parameters to the loss function. In particular, SI uses the integral of the

product of the parameter’s gradient and the change in the parameter value during the learning

process. SI circumvents the computational burden of calculating a good approximation to the

Fisher information matrix required in other methods like EWC.

1.2.2.2 Prompt learning

Driven by the advances in Natural Learning Processing, prompt learning has emerged as an

appealing learning strategy to adapt large scale pre-trained models to downstream tasks Bahng,

Jahanian, Sankaranarayanan & Isola (2022). While initial attempts to adapt language-vision

models have centered on carefully designing handcrafted prompts (Brown et al., 2020), recent

works focus on optimizing a task-specific continuous vector, which is optimized via gradients
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during fine-tuning (Zhou, Yang, Loy & Liu, 2022b,a; Lu, Liu, Zhang, Liu & Tian, 2022; Ju,

Han, Zheng, Zhang & Xie, 2022). An underlying limitation of these approaches arises from

the inherent disparity between language and vision modalities, and thus fine-tuning only text

prompts for visual recognition tasks may yield suboptimal performance. Motivated by this,

visual prompt tuning (VPT) (Jia et al., 2022) was proposed as a powerful alternative to text

prompting. In this approach, authors propose to optimize task-specific learnable prompts in

either the input or visual embedding space. Following the satisfactory results achieved by VPT,

fine-tuning visual prompts has gained popularity recently, particularly for adapting pre-trained

models to novel unseen categories (Sohn et al., 2023; Chen, Yao, Chen, Zhang & Liu, 2023;

Xing et al., 2022; Xing et al., 2022).

1.2.2.3 Prompt tuning in domain incremental learning

This paradigm protects against catastrophic forgetting by optimizing a small set of learnable

prompts. This contrasts with classical approaches which modify all the network parameters

(or a subset), or store exemplars in a buffer. Despite the success observed in other tasks, the

literature on prompt tuning for domain incremental learning remains under-explored, with just

a handful works addressing this problem (Wang et al., 2022b; Wang et al., 2022d; Douillard,

Ramé, Couairon & Cord, 2022). For example, S-Prompts (Wang et al., 2022b) learns in isolation

a set of prompts per domain, and dynamically selects which set to use at test-time using a fixed

key/value dictionary where the keys are computed with K-Means and the values represent the

sets of prompts. L2P (Wang et al., 2022d) uses an incrementally learnable key/value mechanism

to select which prompts to prepend to the input image tokens at test-time, hence breaking

the isolation between domains, which contrasts with our work, as it learns domain prompts

independently. A main difference with these and conventional DIL approaches is that the

proposed approach explicitly tackles the generalizability performance in domain incremental

learning, while maintaining at par accuracy in known domains, which remains under-explored.
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1.2.2.4 Domain generalization (DG)

The objective of domain generalization (DG) is to alleviate issues related to domain-shift in

the absence of labeled target data. Existing literature on DG strongly relies on supervised

knowledge from source domain data, regardless of whether it originates from a single domain

(Wang, Luo, Qiu, Huang & Baktashmotlagh, 2021) or multiple domains (Yao et al., 2022;

Zhang, Li, Li, Jia & Zhang, 2022; Zhang et al., 2023; Chen, Li, Han, Liu & Yu, 2022), which

may not be realistic in continually changing scenarios, as knowledge comes in a sequential

manner. Our scenario is closest to source-free domain generalization as we cannot store source

data. Additionally, in scenarios involving distributional shifts, DG approaches primarily focus

on performing well solely on the target domain, increasing the potential risk of catastrophic

forgetting on previously learned domains (Liu et al., 2023).

1.2.2.5 Dynamic classifier or ensemble selection

Dynamic classifier and ensemble selection aims at using the best learned classifiers (given

a pool of classifiers) for a test sample. A pool or only one classifier can be selected and

dynamically used to infer the predictions. The competence of each classifier can be computed

using clustering, K-NN or potential functions derived distances Cruz, Sabourin & Cavalcanti

(2018). In Dynamic Classifier Selection methods, the best learned classifier for a test sample

only is selected. In Dynamic Weighting methods, the logits or probabilities returned by different

classifiers trained on close datasets are linearly combined Štefka & Holeňa (2015); Tsymbal,

Pechenizkiy, Cunningham & Puuronen (2008); Jiménez (1998); Cevikalp & Polikar (2008).



CHAPTER 2

PROPOSAL: MOP-CLIP FOR GENERAL DOMAIN-INCREMENTAL LEARNING

* The results presented in this chapter have been submitted to the IEEE/CVF Winter Conference

on Applications of Computer Vision (WACV) 2024.

2.1 Introduction

In this approach, domain-specific knowledge is preserved in the form of textual and visual

prompts, alleviating the need of storing exemplars per domain. While some methods advocate

for the joint learning of prompts across tasks (Douillard et al., 2022; Wang et al., 2022d), the

recent work in (Wang et al., 2022b) instead favors the learning of the prompts independently,

suggesting that this leads to the best performance per domain. This learning paradigm, referred

to as S-Prompting (Wang et al., 2022b), circumvents the issue of using expensive buffers by

optimizing per-domain prompts, which are leveraged at testing time. In particular, centroids for

each domain are obtained during training by applying K-Means on the training image features,

which are generated with the fixed pre-trained transformer without using any prompts. Then,

during inference, the standard KNN algorithm is used to identify the nearest centroid to the

test image, whose associated domain prompt is added to the image tokens for classification.

Despite the empirical performance gains observed by prompt learning approaches (Douillard

et al., 2022; Wang et al., 2022d,b), a current limitation hampering their generalization is that

they perform satisfactorily in known domains, but typically fail on unseen domains.

We therefore introduce a novel exemplar-free DIL solution, based on prompt learning, generalizing

the recent S-liPrompts approach (Wang et al., 2022b) to perform well on unseen domains as

well as known domains.
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Figure 2.1 Overview of MoP-CLIP. The training phase (left): class-wise prototypes are

identified from in-distribution domains. Inference (middle and right): domain selection and

ensembling (Mixture of Prompts), respectively, for in-distribution and out-of-distribution

samples. For simplicity, we depict the pipeline for 2 classes (Real vs Fake). However, the

procedure for multiple classes (e.g., DomainNet or CoRE50) is exactly the same.

2.2 Method

An overview of MoP-CLIP is illustrated in Fig. 2.1, which contains two phases: i) learning of

in-distribution domain-specific visual and text prompts (sec. 2.2.1) and ii) selection of optimal

prompts for a given test sample (sec. 2.2.2). The proposed approach is summarized in Algorithm

1.

Problem definition

Let us denote as S = {D𝑠}
𝑁
𝑠=1 the sequence of datasets presented to the model in our incremental

learning scenario, with 𝑁 being the final number of domains. Each dataset is defined as

D𝑠=
{
x𝑠𝑖 , y𝑠𝑖

} |D𝑠 |

𝑖=1
, where x𝑖 ∈ R𝑊×𝐻×𝐶 represents an image of size 𝑊×𝐻 and 𝐶 channels, and

y𝑖 ∈ {0, 1}𝐾 is its corresponding one-hot label for 𝐾 target classes. In this setting, we have access

to only one domain D𝑠 at a time and storing samples from previous seen domains, commonly
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Figure 2.2 Proposed generalization scenario for domain incremental learning
Standard problem (left): Only in-domain examples are encountered at test time. Addressed

problem (right): Both in-domain and out-of-domain examples are presented at test time.

referred to as exemplars, is not allowed. Each time a new domain D𝑠 becomes accessible,

DIL aims to improve the model’s performance on D𝑠, while avoiding the loss of knowledge

for past domains, D𝑠−1,D𝑠−2, ...D1. In the proposed setting, and in contrast to most existing

literature on DIL, we assume that the model should also generalize well on unseen domains,

i.e., D𝑠+1,D𝑠+2, ...,D|D𝑠 | (Fig. 2.2). In other words, our learning scenario leverages backward

transfer to avoid catastrophic forgetting on seen domains, while optimizing forward transfer to

facilitate knowledge transfer to new tasks/domains. Our motivation behind this bi-directional

performance assessment relies on the realistic assumption that a distributional drift between

training and testing data always exists.



28

2.2.1 Prompts Learning

Following the setting of Wang et al. (2022b), we define 𝑓𝜃 as the pre-trained vision transformer

that generates a visual embedding z𝑣 = 𝑓𝜃 (xtok) ∈ R
𝐿 , where xtok ∈ R

𝑊𝐻/𝑅2×𝑀𝑣
corresponds

to the image tokens (or patches), 𝑊𝐻/𝑅2 is the number of tokens, 𝑅 is the width/height of

the (square) patch and 𝑀𝑣 is the dimension of the image tokens embedding. We also define

𝑓𝜙, a pre-trained text transformer that generates text embeddings of dimension 𝑀𝑡 from class

names tokens c𝑘 for 𝑘 ∈ {1, ..., 𝐾}. For each new domain D𝑠 in the sequence S, we can adapt

the model by learning a visual prompt p𝑣
𝑠 ∈R

𝐿𝑣×𝑀𝑣
and a text prompt p𝑡

𝑠 ∈ R
𝐿𝑡×𝑀 𝑡

, following

Wang et al. (2022b). In particular, these prompts are a set of continuous learnable parameters,

where 𝐿𝑣, 𝐿𝑡 are the visual and text prompt length. Thus, for the set of domains S, we have a set

of domain-specific visual and text prompts, denoted as P𝑣 = {p𝑣
1
, ..., p𝑣

𝑁 } and P𝑡 = {p𝑡
1
, ..., p𝑡

𝑁 }.

Now, with the domain-specific prompts, we can modify the embeddings that will be provided

to the visual and text encoders, 𝑓𝜃 and 𝑓𝜙. Concretely, for an image of domain 𝑠 and class 𝑘 ,

the input of the visual transformer is defined as x̃𝑣 = [xtok, p𝑣
𝑠 , xcls] with xcls the classification

token of the ViT. Similarly, the input of the text transformer is defined as c̃𝑡𝑘 = [p𝑡
𝑠, c𝑘 ]. We then

denote as z̃𝑣 = 𝑓𝜃 (x̃𝑣) and z̃𝑡𝑘 = 𝑓𝜙 (c̃𝑡𝑘 ) the embeddings of these inputs. The posterior probability

of a given image x𝑖 from D𝑠 belonging to class 𝑘 can be therefore defined as:

𝑝(y𝑘 |x, 𝑠) =
𝑒cos(z̃𝑣 ,z̃𝑡

𝑘
)∑𝐾

𝑗=1 𝑒
cos(z̃𝑣 ,z̃𝑡𝑗 )

, (2.1)

where cos(a, b) = a·b
‖a‖ ‖b‖ is the cosine similarity between vectors a and b.

2.2.2 Inference

At test time, the domain of the images to classify remains unknown. In S-liPrompts (Wang et al.,

2022b), the domain 𝑠∗ closest to a given test sample is selected by finding the minimum distance

between the visual embeddings and prototypes computed with K-Means over the domains S.
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This strategy is generally effective in finding the closest domain when x ∈ D𝑠 and D𝑠 has been

already presented to the model. In this setting, 𝑝(y𝑘 |x, 𝑠) yields satisfying predictions, as the

domain of the sample x can be easily inferred and the scenario becomes a classification task

under in-distribution data. Nevertheless, when the model has not been exposed to D𝑠 during

training or adaptation, the selection of an existing closest domain (other than D𝑠) might not

match with the real distribution of the new domain. In this case, S-liPrompts will use a model

for prediction that may be sub-optimal. To overcome this issue, we propose to enhance the

domain selection mechanism in two separate ways: i) dynamically allowing the model to select

𝑛 close domains and ii) leveraging per-domain predictions in an ensembling scheme for samples

of unseen domains.

To select the right prompt, we propose a strategy based on a set of class-specific prototypes

for each domain, E𝑠= {𝒎𝑘
𝑠 }

𝐾
𝑘=1

, instead of prototypes obtained with K-Means as in Wang et al.

(2022b). Let D𝑘
𝑠 ⊂ D𝑠 be the samples of domain D𝑠 belonging to the class 𝑘 , we compute the

the prototype of class 𝑘 for domain D𝑠 by averaging the visual embeddings of examples in D𝑘
𝑠 :

𝒎𝑘
𝑠 =

1

|D𝑘
𝑠 |

∑
{𝒛𝑣 | x∈D𝑘

𝑠 }

𝒛𝑣 (2.2)

Next, we present how these prototypes are used to select the domain and how they are leveraged

in our approach.

2.2.2.1 Domain Selection.

Given the class-specific prototypes, we select the domain 𝑠∗ of a test example x as the one with

the nearest prototype for any class:

𝑠∗ = argmin
1≤𝑠≤𝑁

Δ𝑠 (x) (2.3)
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with

Δ𝑠 (x) = min
𝒎𝑘

𝑠 ∈E𝑠

‖z𝑣 − 𝒎𝑘
𝑠 ‖2. (2.4)

As mentioned before, test examples may also come from an out-of-distribution (OOD) domain

(i.e., not part of any domains encountered at training time). To determine if a given sample x

is from a previously-seen domain or is OOD, we compare its distance to the closest prototype

of the selected domain, Δ𝑠∗ (x), with the distances of training samples from that domain. Let

Ψ𝑘
𝑠 =

{
‖z𝑣 − 𝒎𝑘

𝑠 ‖2 | x ∈ D𝑘
𝑠

}
be the set of distances for domain D𝑠 and class 𝑘 . During

training, the distribution of distances for each domain D𝑠 and class 𝑘 is estimated from Ψ𝑘
𝑠 with

a Gaussian of mean 𝜇𝑘
𝑠 and standard deviation 𝜎𝑘

𝑠 .

At test time, we find the class corresponding the nearest prototype for the selected domain, i.e.,

𝑘∗ = argmin1≤𝑘≤𝐾 ‖z𝑣 − 𝒎𝑘
𝑠∗ ‖2. We then use the distribution 𝑃=N(· ; 𝜇𝑘∗

𝑠∗ , 𝜎
𝑘∗

𝑠∗ ) to determine

whetherΔ𝑠∗ (x) is normal. Specifically, we classify a sample x as in-distribution if 𝐹 (Δ𝑠∗ (x)) ≤ 𝑞

where 𝐹 is the cumulative distribution function of 𝑃, i.e., 𝐹 (𝑥)=𝑃(𝑋 ≤ 𝑥) and 𝑞 is a specified

threshold.

Afterwards, if x is in-distribution, we use 𝑝(y𝑘 | x, 𝑠∗) to classify x. Otherwise, x belongs to a

new (unseen) domain. In such case, we propose the following ensembling technique to classify

it.

2.2.2.2 Ensembling

If x ∈ D𝑠′ and D𝑠′ has not been encountered during training, we model z𝑣 as being part of a

mixture of the known domains. In particular, we resort to a Gaussian mixture model to estimate

the mixture weights (𝑤𝑠 = 𝑝(𝑠 |x)). While this could be done with 𝐿-dimensional covariance

and mean vectors per domain (on the features), it does not perform well as 𝐿 increases. We
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propose the following model:

𝑤𝑠 = 𝑝(x ∈ D𝑠)

= 𝑝(𝑠′ = 𝑠 |x)

=
𝑝(x|𝑠) · 𝑝(𝑠)

𝑝(x) (Bayes theorem)

=
𝑝(x|𝑠) · 𝑝(𝑠)∑
𝑗 𝑝(x| 𝑗) · 𝑝( 𝑗)

(Marginalization)

=
𝑝(x|𝑠)∑
𝑗 𝑝(x| 𝑗)

(H1)

=
𝑝(Δ𝑠 (x) |𝑠)∑
𝑗 𝑝(Δ 𝑗 (x) | 𝑗)

(H2)

=
N(Δ𝑠 (x); 𝜇𝑘∗

𝑠 , 𝜎𝑘∗
𝑠 )∑

𝑗 N(Δ 𝑗 (x); 𝜇𝑡∗𝑗 , 𝜎𝑡∗
𝑗 )

,

(2.5)

where 𝑡∗ = argmin1≤𝑘≤𝐾 ‖z𝑣 − 𝒎𝑘
𝑗 ‖2.

We have to make three assumptions or hypothesis to derive this model:

• H1: Each domain is of equal importance in our scenario, i.e. if we consider the probability

of the sample belonging to a certain domain uniform when we have no a priori on the sample.

• H2: 𝑝(x|𝑠) ≈ 𝑝(Δ𝑠 (x) |𝑠), i.e. the distribution of 𝑓𝜃 (xtok) with 𝑥tok ∈ D𝑠 is isotropic.

• H3: Δ𝑠 (𝒙) |𝑠 ∼ N(·; 𝜇𝑘∗
𝑠 , 𝜎𝑘∗

𝑠 ), i.e. 𝒙) |𝑠 follows a Gaussian of mean 𝜇𝑘∗
𝑠 and standard

deviation 𝜎𝑘∗
𝑠 .

H1 is reasonable in practice as test sample can come from any domain with equal probability.

H2 and H3 are made to simplify the model, make it easy to store in memory and to compute.

These hypothesis transform the mixture weights model into a Gaussian Mixture Model on the

distances to the prototypes (L2-GMM). Please note that in our case the ensembling with the

Mahanalobis distance is equivalent to the well known classical GMM using directly the features

and the prototypes to derive 𝑝(x ∈ D𝑠).



32

We empirically observe in the ablation study (Table (4) in the main paper) that the usage of

this Gaussian Mixture Model on the distances to the prototypes yields superior performance

compared to a GMM using directly the features and the prototypes. We suspect that these

approximations are efficient because they reduce the coordinate-wise noise in the standard

deviations inherent to the Mahanalobis distance. Gaussian seems like a good approximation of

Δ𝑠 (𝒙) |𝑠, even though the approximation using other distributions could be investigated in the

future, such as the Weibull Distribution or the Generalized Pareto Distribution.

We then combine the predictions using the different prompts (𝑝(y𝑘 |x, 𝑠)) based on those weights:

𝑝(y𝑘 |x) =
𝑁∑
𝑠=1

𝑝(y𝑘 |x, 𝑠) · 𝑤𝑠 (2.6)
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Algorithm 1 Inference procedure for the proposed method. x denotes the samples to be classified,

𝑓𝜃 and 𝑓𝜙 the visual and text encoder of the network and P𝑉 , P𝑇 the sets of visual of text prompts

and E the domains prototypes learned during training. G = {(𝜇𝑘
𝑠 ;𝜎𝑘

𝑠 ), 𝑠 = 1..𝑁, 𝑘 = 1..𝐾}
denotes the parameters of the Gaussian distributions learned for the different domains 𝑠 and

classes 𝑘 .

1: Input: x; 𝑓𝜃; 𝑓𝜙; P𝑉 ; P𝑇 ; E; G;

2: Init 𝐸 ∈ 𝑂𝐾×𝑁

3: Compute image features: 𝑓𝑥 ← 𝑓𝜃 (x𝑡𝑜𝑘 )
4: Compute matrix 𝐷 : 𝐷𝑖, 𝑗 ← || 𝑓𝑥 − 𝒎𝑖

𝑗 | |2
5: Compute matrix 𝐷′ : 𝐷′

𝑗 ← min𝑖 𝐷𝑖, 𝑗

6: if 𝐹 (Δ𝑠∗ (x)) ≤ 𝑞 (x is In-Domain) then
7: 𝑊𝑠∗ = 1,∀𝑠 ≠ 𝑠∗,𝑊𝑠 = 0.

8: Compute prediction using the best prompt:

9: for 𝑘 = 1, 2, ..., 𝐾 do
10: x𝑝𝑟𝑜 ← [x𝑡𝑜𝑘 , p𝑣

𝑠∗ , 𝑥𝑐𝑙𝑠]
11: 𝑡 𝑗 ←

[
p𝑡
𝑠∗ , 𝑐 𝑗

]
12: 𝐸𝑘,𝑠∗ ←

exp(𝑐𝑜𝑠( 𝑓𝜃 (x𝑝𝑟𝑜), 𝑓𝜙 (𝑡𝑘)))∑𝐶
𝑖=1 exp(𝑐𝑜𝑠( 𝑓𝜃 (x𝑝𝑟𝑜), 𝑓𝜙 (𝑡𝑖)))

13: end for
14: else
15: Compute 𝑊 using equation (2.5), 𝐷′ and {(𝜇𝑘∗

𝑠 , 𝜎𝑘∗
𝑠 )}

𝑁
𝑠=1

.

16: Compute predictions using the different prompts:

17: for 𝑠 = 1, 2, ..., 𝑁 do
18: for 𝑘 = 1, 2, ..., 𝐾 do
19: x𝑝𝑟𝑜 ← [x𝑡𝑜𝑘 , p𝑣

𝑠 , 𝑥𝑐𝑙𝑠]
20: 𝑡 𝑗 ←

[
p𝑡
𝑠, 𝑐 𝑗

]
21: 𝐸𝑘,𝑠 ←

exp(𝑐𝑜𝑠( 𝑓𝜃 (x𝑝𝑟𝑜), 𝑓𝜙 (𝑡𝑘)))∑𝐶
𝑖=1 exp(𝑐𝑜𝑠( 𝑓𝜃 (x𝑝𝑟𝑜), 𝑓𝜙 (𝑡𝑖)))

22: end for
23: end for
24: end if
25: 𝑃 ← 𝐸 ·𝑊𝑇 Return P the soft classification vector
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2.3 Experiments

The experiments reported in this section validate empirically that MoP-CLIP yields competitive

performance compared to state-of-the-art DIL when dealing with in-domain (ID) examples,

while significantly outperforming these approaches in the presence of out-of-domain (OOD)

examples. Furthermore, we perform a series of ablation experiments to better identify the impact

of the key components of the proposed method.

2.3.1 Experimental setup

2.3.1.1 Datasets

To assess the performance of the proposed method, we resort to three popular DIL benchmarks

which have been extensively used in the literature: CDDB-Hard from Li et al. (2023), DomainNet

from Peng et al. (2019), and CORe50 from Lomonaco & Maltoni (2017), whose details are

given below:

CDDB Dataset (Li et al., 2023) is a continual (incremental) deepfake detection benchmark,

whose goal is to identify real and fake images across different domains. In particular, in the

proposed work we employ the Hard setting as in (Wang et al., 2022b), which is the most

challenging track of CDDB. This dataset contains a total of 27,000 images across 5 different

domains: GauGAN, BigGAN, WildDeepfake, WhichFaceReal, and SAN. We also use Glow,

StarGAN and CycleGAN to evaluate OOD performance.

DomainNet (Peng et al., 2019) is a dataset for domain adaptation commonly used to benchmark

DIL methods. It contains a total of 600,000 images across 6 different domains, each containing

the same 345 classes. In particular, we use the experimental setup presented in CaSSLe (Fini

et al., 2022).
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CORe50 (Lomonaco & Maltoni, 2017) is a dataset designed for continual object recognition.

However, in this work we focus on its domain-incremental learning scenario. This setting is

comprised of 11 distinct domains, each containing the same 50 object categories. From the

11 domains, 8 are composed of 120,000 images which are seen sequentially during training,

whereas the remaining 3 domains compose the fixed unseen test set.

2.3.2 Comparison methods

We benchmark MoP-CLIP to several state-of-the-art DIL methods. These include non-

prompting approaches (EWC (Kirkpatrick et al., 2017), LwF (Li & Hoiem, 2017), ER

(Chaudhry et al., 2019), GDumb (Prabhu, Torr & Dokania, 2020), BiC (Wu et al., 2019b),

DER++ (Buzzega, Boschini, Porrello, Abati & Calderara, 2020) and Co2L (Cha, Lee & Shin,

2021)), prompting-based methods (L2P (Wang et al., 2022d), DyTox (Douillard et al., 2022)

and S-lilPrompts (Wang et al., 2022b)) and a self-supervised learning method, CaSSLe (Fini

et al., 2022), following the experimental set-up in (Wang et al., 2022b). For OOD experiments,

we only evaluate those methods that are in direct competition with our approach, in terms of

exemplars buffer use. In particular, we compare to the following methods, whose respective

codes are publicly available: EWC1, LwF2, DyTox3, L2P4, and S-liprompts5.

2.3.2.1 Evaluation metrics and protocol

To assess the performance of the proposed approach, we resort to standard metrics in the

incremental learning literature. In-domain setting: On DomainNet and CDDB-Hard we follow

the original work in Li et al. (2023) and employ the average classification accuracy (AA), as

1 https://github.com/G-U-N/PyCIL/

2 https://github.com/G-U-N/PyCIL/

3 https://github.com/arthurdouillard/dytox

4 https://github.com/JH-LEE-KR/l2p-pytorch

5 https://github.com/iamwangyabin/S-Prompts
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well as the average forgetting degree (AF), which is the mean of the popular backward transfer

degradation (BWT). We formally define the average accuracy as 𝐴𝐴 = 1
𝑁

∑𝑁
𝑖=1 𝐴𝑖,𝑁 with 𝐴𝑖,𝑁

the accuracy on domain 𝑖 measured after having trained on 𝑁 domains. This metric is computed

at the end, i.e., after having seen all the domains, e.g., on CDDB: GauGAN → BigGAN→

WildDeepfake→ WhichFaceReal→ SAN.

Furthermore, the average forgetting degree on CDDB can be defined as 1
𝑁−1

∑𝑁−1
𝑖=1 𝐵𝑊𝑇𝑖 with

𝐵𝑊𝑇𝑖 = 1
𝑁−𝑖−1

∑𝑁
𝑗=𝑖+1(𝐴𝑖, 𝑗 − 𝐴𝑖,𝑖) as originally proposed in Li et al. (2023) (i.e., the forgetting

degree is computed for each domain at each adaptation step, then averaged). Out-of-domain

setting: We follow Lomonaco & Maltoni (2017) to compute the AA on CORe50 on the fixed

test set, which contains 3 hold-out splits that can be considered as OOD with respect to the

training set. Furthermore, as in Wang et al. (2022b), we compute the AA on 3 unseen domains

(Glow, StarGAN and CycleGAN) in CDDB-Hard. Last, as no independent hold-out subset

of unseen domains exists for DomainNet, we propose using the Cumulative Accuracy on the

unseen domains during the incremental learning of the model (i.e., average accuracy on the

unseen domains averaged on all the steps), defined as follows: 𝐶𝐴 = 1
𝑁−1

∑𝑁−1
𝑖=1

1
𝑁− 𝑗−1

∑𝑁
𝑖= 𝑗 𝐴𝑖, 𝑗 .

2.3.2.2 Implementation details

We use the same setting as Wang et al. (2022b), i.e. use ViT-B/16 (Dosovitskiy et al., 2021)

as our base image encoder and the text encoder of CLIP, both initialized by CLIP pretraining

on ImageNet (Russakovsky et al., 2015). We follow Wang et al. (2022b) and use the same

image encoder model as a backbone (i.e., ViT-B/16 (Dosovitskiy et al., 2021) pretrained on

ImageNet (Russakovsky et al., 2015)) across all the compared methods, for a fair comparison.

As suggested in Wang et al. (2022b), we use a more advanced backbone (i.e. ConViT pretrained

on ImageNet (Russakovsky et al., 2015)) on DyTox (Douillard et al., 2022) as it underperforms

a random model with ViT-B/16 as backbone. We empirically fix 𝑞 = 0.94 for the 3 datasets,

based on the ablation study in Figure 2.4, such that we do not deteriorate ID performance while



37

improving OOD performance on CDDB-Hard. For EWC, LwF and CaSSLe, we use the same

hyperparameters as in the original papers, whereas we keep the hyperparameters reported in

Wang et al. (2022b) for DyTox, L2P and S-Prompts.

2.4 Results

2.4.1 In-domain distributions

We first evaluate the proposed approach in the standard DIL scenario where the testing samples

are drawn from the same distribution as the training/adaptation images. These results, which are

reported under the Seen-Domains columns of Tables 2.1 and 2.2, demonstrate that the proposed

MoP-CLIP approach yields superior performance than existing exemplar-free methods. In

particular, MoP-CLIP outperforms the very recent approaches DyTox (Douillard et al., 2022)

and L2P (Wang et al., 2022d) by large margin, with improvement gains of around 20-30% in

terms of average classification accuracy under the same storage conditions. Furthermore, the

degree of knowledge forgetting is also largely reduced, going from -45.85 in DyTox to -0.79

in our approach. Furthermore, if storing exemplars is allowed, DyTox (Douillard et al., 2022)

significantly improves its performance, but still underperforms our approach yet incurring a

non-negligible overhead. Last, it is noteworthy to highlight that the proposed approach reaches

similar performance than S-liPrompts (Wang et al., 2022b) in this scenario, with at par values in

the CDDB-Hard dataset and remarkable performance gains in DomainNet. Note that this result

is somehow expected, as our approach is a generalization of S-liPrompts for the OOD scenario,

and differences in the in-distribution setting may come from the domain prompt selected.

An interesting observation is that prompting-based methods, which do not store exemplars from

old tasks, typically outperform their buffer-storage counterparts. For example, S-liPrompts

(Wang et al., 2022b) and MoP-CLIP bring considerable improvements compared to LUCIR

(between 6-8%) or iCaRL (ranging from 9 to 15%). We hypothesize that this phenomenon comes
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from the absence of interference between domains when doing the adaptation. In this scenario,

the knowledge from previously learned domains remains isolated in the form of optimized

domain prompts, and the only knowledge shared is derived from pre-trained transformers.

Table 2.1 Results on CDDB-Hard for both ID and OOD scenarios. Evaluation of

existing state-of-the-art DIL methods in the standard seen-domain setting and more

challenging unseen-domain scenario. For the unseen-domain experiments, we only

reproduced the results for related (i.e., exemplar-free) methods. Best results are highlighted

in bold.

Seen-Domains Unseen-Domains

Method Prompts Buffer size AA (↑) AF (↓) AA (↑)

LRCIL IROS’20(Pellegrini, Graffieti, Lomonaco & Maltoni, 2020b) � 76.39 -4.39 -

iCaRL WIFS’19(Marra, Saltori, Boato & Verdoliva, 2019) � 100ex/class 79.76 -8.73 -

LUCIR CVPR’19(Hou, Pan, Loy, Wang & Lin, 2019) � 82.53 -5.34 -

LRCIL IROS’20(Pellegrini et al., 2020b) � 74.01 -8.62 -

iCaRL WIFS’19(Marra et al., 2019) � 50ex/class 73.98 -14.50 -

LUCIR CVPR’19(Hou et al., 2019) � 80.77 -7.85 -

DyTox CVPR’22(Douillard et al., 2022) � 86.21 -1.55 -

EWC PNAS’17 (Kirkpatrick et al., 2017) � 50.59 -42.62 -

LwF TPAMI’17 (Li & Hoiem, 2017) � 60.94 -13.53 50.05

DyTox CVPR’22(Douillard et al., 2022) � No buffer 51.27 -45.85 50.46

L2P CVPR’22(Wang et al., 2022d) � 61.28 -9.23 57.34

S-liPrompts NeurIPS’22(Wang et al., 2022b) � 88.65 -0.69 76.79

MoP-CLIP (ours) � 88.54 -0.79 82.02

Table 2.2 Results on DomainNet for both ID (AA metric) and OOD (CA metric)
scenarios. Best values are highlighted in bold.

Method Prompt Buffer size
Seen

Domains

Unseen

Domains

DyTox CVPR’22(Douillard et al., 2022) � 50ex/class 62.9

DyTox CVPR’22(Douillard et al., 2022) � 13.5 4.2

LwF TPAMI’17 (Li & Hoiem, 2017) � 49.2 43.4

CaSSLe CVPR’22(Fini et al., 2022)(SimCLR Chen, Kornblith, Norouzi & Hinton (2020)) � 48.1 45.4

CaSSLe CVPR’22(Fini et al., 2022)(BYOL Grill et al. (2020)) � 52.9 48.7

CaSSLe CVPR’22(Fini et al., 2022)(Barlow TwinsZbontar, Jing, Misra, LeCun & Deny (2021)) � No buffer 51.4 47.6

CaSSLe CVPR’22(Fini et al., 2022)(SupCon Khosla et al. (2020)) � 54.2 50.5

L2P CVPR’22(Wang et al., 2022d) � 40.1 25.5

S-liPrompts NeurIPS’22(Wang et al., 2022b) � 67.7 66.4

MoP-CLIP (Ours) � 69.7 67.0
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2.4.2 Performance under domain distributional shift.

We now want to assess the benefits of the proposed approach when the testing dataset presents

a distributional drift over the training data. In particular, we advocated that the proposed

approach is a generalization of Wang et al. (2022b) to be able to handle samples coming

from an unseen distribution. To support this claim, and to demonstrate the superiority of our

approach on unseen domains, we resort to the OOD experiments, which are reported in the

right-most columns of Tables 2.1 and 2.2, as well as Table 2.3. From these results, we can

observe that excluding S-liPrompts, the performance gains brought by the proposed approach

are substantial compared to other exemplar-free methods, ranging from 17% (EWC in CORe50)

to 40% (L2P (Wang et al., 2022d) in DomainNet). Even when comparing to state-of-the-art

competitors that store exemplars (e.g., DyTox (Douillard et al., 2022) or Co2L (Cha et al., 2021)

in CORe50), MoP-CLIP yields considerable improvements, ranging from 11% to nearly 17%.

The clear superiority of our approach lies on the isolation of different domains during learning,

which do not degenerate the generalization capabilities brought by the pre-trained transformers.

Furthermore, when comparing the proposed MoP-CLIP to S-liPrompts (Wang et al., 2022b),

we observe that our method outperforms the latter by around 6%, 2% and 3% in CDDB-Hard,

DomainNet and CORe50 benchmarks, respectively. These performance gains on OOD samples

might likely come from the flexibility of MoP-CLIP in selecting a subset of similar domains

for a given test sample, which allows the model to properly weight the contribution of each

domain prompt. In contrast, S-liPrompts (Wang et al., 2022b) forces the model to select only

one domain from the seen domains, which impedes its scalability to novel distributions, as

empirically shown in these results, as well as in Figure 0.1.

Table 2.4 emphasizes that S-Prompts performances degrade when evaluation is done on unseen

domains, and shows that the proposed MoP-CLIP seems to generalize better, mitigating the

performance degradation under domain distributions. In particular, the left-side section reports
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Table 2.3 Results on CORe50. Note that CORe50 already provides separate training and

testing domains, and thus results can only be computed on the OOD scenario. Results are

reported as the Acc metric, where the best values are highlighted in bold. In our method,

we use the same 𝑞 as in the other datasets, whereas * indicates that 𝑞 is fixed based on the

validation set of CORe50, as typically done in all the other approaches.

Method Prompt Buffer size AA

GDumb ECCV’20 (Prabhu et al., 2020) � 74.92

BiC CVPR’19 (Wu et al., 2019b) � 79.28

DER++ NeurIPS’20 (Buzzega et al., 2020) � 50ex/class 79.70

Co2L ICCV’21 (Cha et al., 2021) � 79.75

DyTox CVPR’22 (Douillard et al., 2022) � 79.21

L2P CVPR’22 (Wang et al., 2022d) � 81.07

EWC PNAS’17 (Kirkpatrick et al., 2017) � 74.82

LwF TPAMI’17 (Li & Hoiem, 2017) � 75.45

L2P CVPR’22 (Wang et al., 2022d) � No buffer 78.33

S-liPrompts NeurIPS’22 (Wang et al., 2022b) � 89.06

MoP-CLIP (Ours) � 91.43
MoP-CLIP (Ours)* � 92.29

the results of S-Prompts trained separately on the different domains (x-axis) and evaluated in each

of the domains (y-axis). For example, 67.41 denotes the accuracy of the model trained solely on

Infograph domain and tested on the Clipart domain. We use blue to denote the performance of

in-distribution samples (when train and test data are drawn from the same distribution), which

can be considered as an upper bound, as there is no distributional drift between samples. Then,

both results in black and magenta highlight the results for each tested domain, assuming that the

tested domain remains unknown and all training samples come from the same domain (specified

in each column). Note that across each test domain we highlight the results from the best model

in magenta. If we look at the results obtained by S-Prompts under ID and OOD conditions

(S-Prompts (ID) and S-Prompts (OOD) columns), we can observe that: i) its performance

deteriorates under domain shift and ii), the selection criterion of S-Prompts is not always optimal.
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On the other hand, the proposed approach (last column) substantially outperforms S-Prompts in

five out of six domains, as well as the best out-of-distribution model (in magenta).

Table 2.4 Empirical motivation of resorting to the prediction ensembling scheme for
OOD situations. Classification accuracy across DomainNet domains using different

specialized prompts, for both single and ensembling predictions. The results in blue denote

the accuracy with the in-domain prompts, whereas results in magenta denote the accuracy

using the best out-of-domain prompts (prompts from all domains except the current one).

Furthermore, results in bold (last column) denote the highest accuracy amongst

out-of-domain methods. For 5 out of 6 domain sets, the proposed prediction ensembling

method yields higher accuracy than the best out-of-domain prompt. This suggests that the

ensembling technique is overall relevant when test examples are from a novel domain (i.e.

unseen during the training).

Clipart Infograph Painting Quickdraw Real Sketch S-Prompts (ID) S-Prompts (OOD) Pred. Ens. (OOD)

Clipart 80.14 67.41 64.77 38.9 69.49 69.02 78,57 69,31 73.48(+4.01)

Infograph 44.59 60.65 43.24 15.36 48.93 36.08 58,72 46.50 50.40(+1.47)

Painting 59.56 61.88 78.00 24.97 64.43 57.32 74,76 61,88 67.93(+3.50)

Quickdraw 16.8 13.11 8.30 46.65 13.58 17.29 46,59 16,79 16.78(−0.51)

Real 78.35 79.38 75.83 45.44 87.94 71.79 85,19 77,38 83.48(+4.10)

Sketch 61.51 59.18 55.22 30.43 61.59 72.97 69,76 58,87 66.31(+4.72)

2.4.3 On the impact of the different components.

The empirical study in Table 2.5 justifies the need of employing the proposed approach over

the strong baseline S-liPrompts (Wang et al., 2022b), as well as showcases the impact of

each choice. In a practical scenario, it is unrealistic to assume that the test samples always

follow the same distribution as the data used for adaptation. Furthermore, the domain of each

sample typically remains unknown. Thus, to align with real-world conditions, we will consider

the average of in-distribution and out-of-distribution performance as our metric of reference

to evaluate the impact of the different choices. We can observe that in nearly all the cases,

the use of an ensembling strategy results in consistent improvements over the single model

predictions (considering same distances). An interesting observation is that distances related

to the L2-norm typically degrade the performance on ID samples. We observe that in this

scenario, the distributions overlap considerably and 𝑝(𝑠 |x) (derived from the Gaussian mixture)
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is too far from 1 for most ID samples, making the discrimination of samples by these distance

measures difficult. Nevertheless, this behavior is reversed in the presence of OOD samples. In

particular, our simplification assumes an isotropic Gaussian distribution of the points around the

prototypes and therefore reduces the noise in the coordinate-wise variances (which can explain

the performance degradation observed when using the Mahanalobis distance), replacing it with

distance-wise variances. Thus, the proposed approach combines the best of both worlds, leading

to the best average performance across all the configurations.

Table 2.5 Impact of each design choice of MoP-CLIP . Maha denotes the Mahanalobis

distance, whereas GMM is used for a Gaussian Mixture Model. Furthermore, Hybrid
denotes the nature of our approach, which uses an ensembling for OOD samples and a

single domain prompt for ID samples. Results (on CDDB-Hard) show the average accuracy

(AA), with the deviation from the baseline S-liPrompts Wang et al. (2022b) in brackets.

Best results in bold.

Method Ensembling Distance
Seen

Domains

Unseen

Domains
Mean

S-liPrompts (Wang et al., 2022b) � L1 88.65 76.79 82.72

MoP-CLIP - no ens. (a) � L2 89.48 76.95 83.22(+0.50) ↑

- � Maha 80.45 76.66 78.56(−4.16)↓

- � L2-GMM 75.72 75.76 75.74(−6.98)↓

- � Uniform 67.55 83.61 75.58(−7.14) ↓

- � L1 89.29 80.05 84.67(+1.95)↑

- � L2 68.37 84.07 76.22(−6.50)↓

- � Maha 80.48 77.56 79.02(−3.70)↓

MoP-CLIP - ens. (b) � L2-GMM 72.51 89.21 80.86(−1.86)↓

MoP-CLIP (Proposed) Hybrid ID (a)/ OOD (b) 88.54 82.02 85.28(+2.56)↑

2.4.4 Strategy to select the domain prompts.

As emphasized in Sec. 2.2.2, Wang et al. (2022b) uses K-Means over the features extracted

with a pre-trained ViT to compute the prototypes which are used to dynamically select which

prompt to use at test time. While this strategy is memory efficient, it lacks flexibility, as the

number of clusters needs to be adjusted according to the dataset employed. To alleviate this

issue, we instead use class-wise prototypes as a hyperparameter-free alternative to compute
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representative prototypes. The effect of using either k-Means or class-prototypes is depicted in

Fig. 2.3. From these results, we empirically observe that this choice improves performance in

both in-distribution and out-of-distribution domains, leading to a higher average performance.

Furthermore, it is noteworthy to mention that using class-wise prototypes makes the distribution

of points around prototypes Gaussian, which explains the satisfactory performance of MoP-CLIP,

particularly on samples from unseen domains.

Figure 2.3 k-Means or class prototypes as domain centroids? Ablation study that

demonstrates the benefits of using class prototypes (our approach) rather than k-Means

prototypes, as in Wang et al. (2022b).

2.4.5 How much trade-off is sufficient?

The influence of the threshold 𝑞 from our simple out-of-distribution criterion (Sec. 2.2.2) to

select between seen and unseen domains is shown in Figure 2.4. As stressed earlier, we aim for

a compromise between ID and OOD performance, in order to provide generalizable models. As

target domains should remain unknown at inference, we selected a fixed 𝑞 value that provided

the optimal average performance across both settings. Nevertheless, these plots reveal two

interesting findings. First, the average performance of the model is not very sensitive to the

choice of 𝑞. For example, the performance of ID samples decreases as 𝑞 decreases, whereas
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OOD performance improves. On the other hand, if 𝑞 increases, the accuracy in the ID scenario

increases, while it decreases for OOD samples. And second, if prior knowledge about the target

domain is available –an assumption made by all existing DIL literature– the performance of

MoP-CLIP is further increased, enlarging the gap with SOTA methods.

Figure 2.4 A controllable trade-off between in-domain and out-of-domain prediction
performances. Impact of the threshold 𝑞 (Sec. 2.2.2) on the accuracy, evaluated on

CDDB-Hard.



45

2.5 Conclusion

Findings from this work reveal that existing literature on domain incremental learning suffers

under the presence of distributional drift, hampering their scalability to practical scenarios. To

overcome this issue, we have proposed a generalization of the recent S-ilPrompts (Wang et al.,

2022b) approach, that further handles out-of-distribution samples. In addition to outperforming

current state-of-the-art, particularly in the unseen domain setting, our method brings several

interesting benefits compared to most existing DIL method. First, MoP-CLIP is exemplar-free,

eliminating the limitations of conventional DIL approaches in terms of storage and privacy.

Furthermore, as prompts are learned independently on each domain, and the model parameters

remain fixed during the adaptation, the performance of our approach is insensitive to the ordering

of the seen domains. This contrasts with a whole body of the literature, where the choice of the

sequence order can significantly impact the final performance. Our comprehensive evaluation

shows the empirical gains provided by MoP-CLIP, pointing to visual prompt tuning as an

appealing alternative for general domain incremental learning. Finally, we stress that while

powerful, the proposed approach retains the spirit of S-ilPrompts (Wang et al., 2022b), which

advocates for a simple yet elegant method. The main limitation of our method is the increase in

computational complexity, as our method requires one more model forward pass to be performed

for each domain in the sequence.





CHAPTER 3

DOMAIN-INCREMENTAL FORGERY DETECTION

3.1 Introduction

The aim of this chapter is to test the applicability of the previously explored domain-incremental

learning methods in a real world scenario. In such scenario, each domain is introduced

sequentially and it is non-trivial to tune hyperparameters before deploying the model. Moreover,

it is important that the deployed model generalizes to unseen domains, as attackers might use

strategies to attempt to induce a domain shift between the known forgeries and the new counterfeit

image. We show that SOTA forgery detection models are not robust to image corruptions

and propose resorting to DIL methods to improve their robustness. We also emphasize that

common DIL methods improve their robustness under this setting, but are outperformed by

prompt learning methods such as S-Prompts (Wang et al., 2022b) and our proposed MoP-CLIP.

3.2 Method

3.2.1 Domain-incremental learning methods

We adapt SOTA forgery detection network OSN (Wu, Zhou, Tian & Liu, 2022) using three

well-known regularization methods in continual learning: EWC from Aich (2021), LwF from

Li & Hoiem (2017) and Synaptic Intelligence from Zenke et al. (2017). It has been empirically

shown that these methods perform competitively on a wide range of DIL scenarios (Oren & Wolf,

2021) and necessitate no architecture change nor large computation overhead or storage of replay

buffer. The former is very important in our case as forgery detection approaches have very

specific architectures, making the adaptation of some continual learning methods (such as our

proposed MoP-CLIP (2) using a ViT) to this setting not straightforward. It can be noted that the



48

architecture of our proposed MoP-CLIP is not specialized in forgery detection but still performs

competitively compared to SOTA forgery detection methods adapted to DIL.

3.2.2 Forgery detection methods

We use four state-of-the-art forgery detection and localization networks introduced in the

literature review (1.2.1) as base models: MVSS-Net (Dong et al., 2022), OSN (Wu et al., 2022),

CAT-Net (Kwon, Yu, Nam & Lee, 2021) and ManTraNet (Wu et al., 2019a). We chose these

networks as they are recent, are strong baselines and share their inference code and pretrained

model checkpoints.

3.3 Experiments

3.3.1 Metrics

We use pixel and image level F1-score to measure the forgery detection performances of the

models, following previous works (Salloum, Ren & Kuo, 2018; Zhou et al., 2020). For a dataset

of 𝑁 images, we have:

Image level F1 =
2 × 𝑇𝑃

2 × 𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃
(3.1)

with

TP =

𝑁∑
𝑘

��̂�𝑘=1,𝑦𝑘=1 , FP =

𝑁∑
𝑘

��̂�𝑘=1,𝑦𝑘=0 , FN =

𝑁∑
𝑘

��̂�𝑘=0,𝑦𝑘=1 (3.2)

and 𝑦𝑘 the true image level label of an image 𝑥𝑘 and �̂�𝑘 the image level prediction of the network

for this image.

The pixel level F1 score is computed as:

Pixel Level F1 =
1

𝑁

𝑁∑
𝑘

2 × 𝑇𝑃

2 × 𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃
(3.3)
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with

TP =
∑
𝑖, 𝑗

��̂�𝑘
𝑖, 𝑗=1,𝑀𝑘

𝑖, 𝑗=1 , FP =
∑
𝑖, 𝑗

��̂�𝑘
𝑖, 𝑗=1,𝑀𝑘

𝑖, 𝑗=0 , FN =
∑
𝑖, 𝑗

��̂�𝑘
𝑖, 𝑗=0,𝑀𝑘

𝑖, 𝑗=1 (3.4)

and 𝑀𝑘 ∈ {0, 1}𝐻×𝑊 the true pixel level label map of the image 𝑥𝑘 and �̂�𝑘 ∈ [0, 1]𝐻×𝑊 the

segmentation map inferred by the network. 𝑀𝑘
𝑖, 𝑗 and �̂�𝑘

𝑖, 𝑗 denotes elements (𝑖, 𝑗) of 𝑀𝑘 and �̂�𝑘 .

3.3.2 Datasets

CASIA v2 (Dong et al., 2013) is a dataset for forgery classification and segmentation comprised

of 4,795 images, 1,701 pristine and 3,274 forged. WEI (Sun, Zhou, Li, Cheung & She, 2020) is

another forgery detection dataset of 1,000 manipulated images. DRESDEN (Gloe & Böhme,

2010) was initially created for media forensics and camera identification. It is comprised

of 14,000 images from 73 different cameras. MS-COCO (Lin et al., 2014) is a dataset of

328, 000 images for object captioning, captioning and segmentation. IMD2020 (Novozamsky,

Mahdian & Saic, 2020) is a large scale forgery detection dataset of 35,000 real images and

70,000 manipulated ones.

3.3.3 Experimental setup

We use the official code implementations and checkpoints of the four forgery detection networks.

For MVSS-Net, we use the checkpoints of the model pretrained on CASIA v2 (Dong et al., 2013).

OSN different components are pretrained on WEI (Sun et al., 2020), DRESDEN (Gloe & Böhme,

2010) and MS-COCO (Lin et al., 2014). CAT-NET uses CASIA v2 (Dong et al., 2013),

MS-COCO (Lin et al., 2014) and IMD2020 (Novozamsky et al., 2020) and MantraNet uses a

custom dataset based on MS-COCO (Lin et al., 2014).

We perform the DIL experiments on OSN as it is not originally trained on a variant of CASIA

and it is the only method for which the authors release the training code necessary to adapt the

model to 𝑖𝐶𝑎𝑠𝑖𝑎, and the other models perform very poorly when finetuned in 𝑖𝐶𝑎𝑠𝑖𝑎. We use



50

the methodology of Dong et al. (2022) to give a classification prediction from segmentation

maps.

We use the default hyperparameters of EWC (Aich, 2021), LwF (Li & Hoiem, 2017), SI (Zenke

et al., 2017), S-Prompts (Wang et al., 2022b) and our proposed MoP-CLIP (2) to evaluate their

performance on an unknown sequence, where it is unrealistic to perform hyperparameter tuning.

To test the generalization abilities of the different models, we split the forgery detection dataset

CASIA v1 (Dong et al., 2013) in 13 disjoint shards. We use 1 split as a clean training set

representative of the original dataset. We transform 11 disjoint splits using the corruptions in

Figure 3.1.

Figure 3.1 Different corruptions used to construct 𝑖𝐶𝑎𝑠𝑖𝑎

We use the last split to generate 11 different test sets, transforming it with the introduced

corruptions. This is sufficient as we do not need to perform any hyper-parameter tuning. We

call the sequence comprised of the clean split and the corrupted splits iCasia.

We use the SOTA forgery detection network OSN (Wu et al., 2022) as example in the DIL

scenario, since the authors released the training code and we empirically observed that the other
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models failed in the training on 𝑖𝐶𝑎𝑠𝑖𝑎 (we suspect that it is due to the small size of each of its

splits).

3.3.4 Experiments

We first put forward the sensibility of the different SOTA forgery detection networks to domain

shifts by evaluating them on all the domains presented (clean CASIA v2 and 𝑖𝐶𝑎𝑠𝑖𝑎). As their

performance is not satisfactory (Fig. 3.2), it is then necessary to resort to strategies to alleviate

this performance drop.

Prototypical approaches such as (Snell, Swersky & Zemel, 2017) are widely-used to adapt a

model to a dataset after a domain-shift. They are, however, not efficient in our case as the

domain-shift is low-level (Lee et al., 2022), i.e. the semantics of the images do not change but the

image can be blurred or contain noise. This is because the most important parameters to adapt

the model for these specific domain shifts are in the first layers, making of the standard last layer

adaptation strategy an ineffective solution. We therefore use well-known regularization methods:

EWC, LwF and SI, adapting deeper layers of the model. We also assess the performance of

S-Prompts and the proposed MoP-CLIP on this problem.

3.4 Results

3.4.1 Naive evaluation

We can note that the pixel-wise F1 and the image level F1 scores (Fig. 3.2) of the four different

models on the corrupted splits drop compared to those on the clean splits (index 0 and 1). Indeed,

we can observe how the different models are not robust to the different corruptions.
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a) Image Level F1 score b) Pixel Level F1 score

Figure 3.2 F1 scores on 𝑖𝐶𝑎𝑠𝑖𝑎 for image and pixel level predictions for images under

different perturbations

3.4.2 Naive finetuning

To show the need for DIL methods, we sequentially finetune MVSS-Net (Dong et al., 2022) on

the 12 𝑖𝐶𝑎𝑠𝑖𝑎 domains. We sequentially compute the image and pixel level F1 scores on the

clean CASIA v1 split after each finetuning step (for the 12 domains of the sequence).

We can see in Figure 3.3 that the image and pixel level F1 scores on clean CASIA v1 vary

considerably after finetuning on some domains. For instance, image level F1 socre is ∼0.50

after finetuning on the contrast corrupted domain while it is ∼0.95 after finetuning on the JPEG

corrupted domain. We can see the performance of the model on the previously seen domains is

therefore unstable and not always preserved, which is another instance of catastrophic forgetting.

We hypothesize that some domains are too different from the clean CASIA v1 split (such as

the brightness, contrast and defocus blur domains) while some others act as data augmentation

and boost the performance on the clean CASIA v1 split (such as the JPEG compression or the

motion blur).
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a) Image Level F1 score b) Pixel Level F1 score

Figure 3.3 Illustration of catastrophic forgetting for MVSS-Net: Scores on CASIA v1

clean shard after finetuning on domain 𝑖 (x-axis) or naively evaluating the base model

3.4.3 Regularization methods

Figures 3.4 and 3.5 show the comparisons of F1 scores obtained by different training strategies:

direct inference after training on the base domain (clean CASIA v1), naive finetuning on 𝑖𝐶𝑎𝑠𝑖𝑎,

Elastic Weight Consolidation, Learning Without Forgetting (LwF) and Synaptc Intelligence

(SI). Fig. 3.4 shows the F1 score on the base domain (clean CASIA v1) after application of the

strategy on the 𝑖𝑡ℎ corrupted CASIA shard. Figure 3.4 depicts the F1 score on the 𝑖𝑡ℎ corrupted

CASIA shard after adaptation on it.
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Figure 3.4 Comparison of F1 score on clean CASIA v1, using different

training methods and the OSN model
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Figure 3.5 Comparison of F1 score on the 𝑖𝑡ℎ corrupted CASIA shard

between training methods for OSN

Table 3.1 Results on iCasia for both ID (AA metric) and OOD (CA metric) scenarios.
Best values are highlighted in bold.

Method Prompt
Seen

Domains

Unseen

Domains

OSN (EWC) � 67.45 66.39

OSN (SI) � 69.57 67.21

OSN (LwF) � 71.39 68.86

S-liPrompts NeurIPS’22(Wang et al., 2022b) � 83.05 73.59

MoP-CLIP (Ours) � 86.38 78.90

We can see that prompt-based S-Prompts and MoP-CLIP methods are the most stable across

domains and give the best F1 scores for most domains on the base domains and on the different
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shards, although forgetting on the base domain still happens. We show in 3.1 that MoP-CLIP

still outperforms its most serious competitor S-Prompts on seen domains and unseen domains

using the metrics introduced in 2 for DomainNet Peng et al. (2019).

3.5 Conclusion

Prompt-based models such as S-Prompts and the proposed MoP-CLIP seem to perform well on

the challenging problem of forgery detection without the need to tune their hyperparameters

and even though their architecture is not specialized. A bigger sequential experiment needs

to be carried to confirm these findings. However, the compute power needed to carry this

experiment is exponential in the number of datasets in the sequence as one needs to test multiple

permutations of the datasets to confirm the findings for EWC, LwF ans SI as their performance

depend on the domains order. It would also be interesting to compare the different regularization

methods with more baselines.



CONCLUSION AND RECOMMENDATIONS

This thesis centered around the challenges in machine learning related to distributional shift,

particularly the phenomenon of catastrophic forgetting. The storage and privacy concerns

linked to common DIL solutions led us to consider exemplar-free DIL approaches such as

prompt-learning and distillation-based methods.

Prompt-learning emerged as a viable alternative with its potential benefits discussed in Chapter

2 (2). It offered a compelling strategy for mitigating knowledge forgetting without the need for

exemplar storage, demonstrating its effectiveness across various benchmarks.

However, in our opinion the common benchmarks for DIL rely on simple datasets which do not

accurately represent real-world complexity. To address this, we introduced a more challenging

problem – forgery detection in digital images – and performed a realistic evaluation of common

DIL methods on it. We empirically demonstrated the validity of our proposed method MoP-CLIP

in this context in Chapter 3 (3).

In conclusion, while prompt-learning presents a promising direction, it is clear that further work

is needed to adapt incremental learning methods to complex, real-world problems like forgery

detection.





APPENDIX I

POTENTIAL CONTRIBUTIONS

1. Pre-processing

We could add priors to the model loss given domain expertise on image manipulations. This

would be particularly useful to train with few data for guiding the network to have a better

generalization.

We know that the image manipulations are compact, and it is possible to draw a fully connected

border of the manipulated zone where every pixel inside the zone are manipulated. As in

Yuan & Xu (2021), this can be taken into account instead of treating every pixel in isolation for

segmentation tasks. Such strategy could be combined seamlessly with our method.

It also could be interesting to add feature views to the model to create a hybrid neural network.

While in traditional CNN models the representation and classifiers are learned end to end, as we

have seen, it can be interesting to add priors to the models to help the model training converge in

a low data regime. These priors could be leveraged in the form of views, which means that a

fixed transformation is applied to the RGB image and the transformation result is added as input

along with the classical RGB one (changing the input channel number).

For instance, MVSS-Net Dong et al. (2022) leverages this idea and add a constrained convolution

view to the classical RGB image view. This constained convolution view (BayarConv (Ba-

yar & Stamm, 2018)) is meant to reconstruct the image locally and to maximize the reconstruction

error for regions that are statistically far from the rest of the image. It also would be possible to

add Error Level Analysis (compression artifacts analysis, a feature directly used in the forensics

community to detect manipulation, without a CNN) features to the model and Discrete Cosine

Transform or Wavelet transform views to help the model find manipulation frequency clues.
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It would be even more powerful to model these transformations as convolutions in order to be

able to train the model truly end to end. This approach would be equivalent to finding a better

initialization for the model weights more suited to the task (instead of the traditional Xavier

(Glorot & Bengio, 2010) one).

Another possibility is to perform domain translations from the original domain with which

the model was performed using an autoencoder as part of the design of the model. This can

be achieved as follows. Let us denote as 𝑎(𝑥) = 𝑓 (𝑔(𝑥)) an autoencoder, with 𝑔(𝑥) being its

encoder and 𝑓 (𝑥) its decoder. 𝑔(𝑥) creates a compressed yet ideally lossless representation of

the input 𝑥 and 𝑓 (𝑥) approximates 𝑔−1(𝑥).

We can train a classification model 𝑐(𝑥) jointly with this autoencoder by using the intermediate

features produced by 𝑓 (𝑥) and feeding them into 𝑐(𝑥).

𝑎(𝑥) is optimised to perform well on the domain it was trained on. We could adapt it to other

domains by adding adaptation layers before and after the original ones and training them solely

on the new domain (freezing the original ones). The adapter would then also adapt the new

domain to the old one for the classifier.

We do not have access to the domain index at inference time as part of the constraints of the

problem. For multiple new domains it is possible to select the adequate adapter by reconstructing

the images with the different autoencoders (+adapters) and choosing the one minimizing the

reconstruction error of the input.

This idea is slighty similar to Zhu, Park, Isola & Efros (2017), which uses a Generative

Adversarial Neural Network (which needs much more compute power to be trained) to perform

this domain translation.
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Invertible Network The model architecture could be chosen to be part of a class of models called

“invertible networks” (for instance (Ardizzone et al., 2018)). These models’ representations

can be transformed back to their inputs. Given the knowledge about the distribution of the

representations, it could be possible to directly leverage the classifier to generate past domain

samples (without having to train a separate generative model modeling the past domain) and to

integrate them into the training to avoid deteriorating performances on past domains. Moreover,

as this class of networks have small Lipschitz constants, they are supposed to be more robust to

slight changes in the input such as the corruptions/ perturbations from our problem.

2. Post-processing

The ideas proposed so far were part of pre-processing choices and had to be implemented before

training the chosen model. It is also possible to try to make existing models predictions better

without changing their weights, thus operating in a black box setting. Using a Conditional

Random Field on the model predictions at the pixel level to spot spatial inconsistencies would

be the post-processing equivalent of the Neighborhood loss Yuan & Xu (2021). This could also

be done using superpixels.

3. Regularization methods

We need to avoid catastrophic forgetting of the previous domain knowledge. The surrogate of

the model performance in deep learning is the loss value. The aim of many regularization based

continual learning methods is to model this loss using little information and memory, such as

using the current and ideal parameters of the models. It is then possible to penalize deteriorating

the past domains performance.
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The penalty function of the Elastic Weight Consolidation (Aich, 2021) method is as follows:

𝑅(𝜃) = 𝐾𝐿 (𝑙 (·; 𝜃∗) : 𝑙 (·; 𝜃)) (A I-1)

with the model loss on the past domain 𝐷𝑖−1, this is approximated using a second order Taylor’s

expansion and Fisher’s information matrix (Ly, Marsman, Verhagen, Grasman & Wagenmakers,

2017) into a quadratic penalty using only the weights and not the past samples to approximate

the KL divergence :

𝑅(𝜃) = (𝜃 − 𝜃∗𝐷𝑖−1
)𝑇 · 𝐹𝐷𝑖−1

· (𝜃 − 𝜃∗𝐷𝑖−1
) (A I-2)

This means that if we optimize the model’s parameters by Stochastic Gradient Descent,

𝜃′ = 𝜃 − 𝜂 · (∇𝜃𝐿total(𝑥, 𝑦, 𝜃, 𝜃
∗)) (A I-3)

then the individual parameter update becomes:

𝜃′𝑘 = 𝜃𝑘 − 𝜂 · (∇𝜃𝐿total(𝑥, 𝑦, 𝜃, 𝜃
∗))𝑘 (A I-4)

𝐿total(𝑥, 𝑦, 𝜃, 𝜃
∗) = 𝐿learning(𝑥, 𝑦) + 𝜆 · 𝐿penalty(𝜃, 𝜃

∗) (A I-5)

𝜃′𝑘 = 𝜃𝑘 − 𝜂 · (∇𝜃 (𝐿total(𝑥, 𝑦, 𝜃, 𝜃
∗)))𝑘

= 𝜃𝑘 − 𝜂 · (∇𝜃 (𝐿learning(𝑥, 𝑦) + 𝜆 · 𝐿penalty(𝜃, 𝜃
∗))𝑘

= 𝜃𝑘 − 𝜂 · (∇𝜃 (𝐿learning(𝑥, 𝑦))𝑘 + 𝜆 · ∇𝜃 (𝐿penalty(𝜃, 𝜃
∗))𝑘 )

= 𝜃𝑘 − 𝜂 · ∇𝜃𝐿learning(𝑥, 𝑦)𝑘 − 𝜂 · 𝜆 · ∇𝜃 ((𝜃 − 𝜃𝐴) · 𝐹𝐴 · (𝜃 − 𝜃𝐴))𝑘

= 𝜃𝑘 − 𝜂 · ∇𝜃𝐿learning(𝑥, 𝑦)𝑘 − 𝜂 · 𝜆 · (𝜃𝑘 − 𝜃𝐴𝑘 ) · 𝐹
𝐴
𝑘

= 𝜃𝑘 · (1 − 𝜂 · 𝜆 · 𝐹𝐴
𝑘 ) + 𝜃𝐴𝑘 · 𝜂 · 𝜆 · 𝐹

𝐴
𝑘 − 𝜂 · ∇𝜃𝐿learning(𝑥, 𝑦)𝑘

(A I-6)
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Moreover, the latter could also be seen as:

𝜃𝑘 · (1 − 𝜂 · 𝜆 · 𝐹𝐴
𝑘 ) + 𝜃𝐴𝑘 · 𝜂 · 𝜆 · 𝐹

𝐴
𝑘 − 𝜂 · ∇𝜃𝐿learning(𝑥, 𝑦)𝑘

= interpolation(𝜃𝑘 , 𝜃
𝐴
𝑘 , 𝜂 · 𝜆 · 𝐹

𝐴
𝑘 ) − 𝜂 · ∇𝜃𝐿learning(𝑥, 𝑦) |𝜃 𝑘

(A I-7)

This means that EWC (Aich, 2021) is equivalent to doing an interpolation between the ideal

parameters of the previous task and the current ones, with a coefficient proportional to the

importance of the previous task parameters, and doing a gradient descent with a gradient

evaluated on the current parameters.

We propose evaluating the gradient at the interpolation point for faster convergence:

𝜃′𝑘 = interpolation(𝜃𝑘 , 𝜃
𝐴
𝑘 , 𝜂 · 𝜆 · 𝐹

𝐴
𝑘 ) − 𝜂 · ∇𝜃𝐿learning(𝑥, 𝑦) |𝜃interpol 𝑘

(A I-8)

It remains unknown how to choose the coefficient to calibrate the Fisher matrix.

This hyperparameter selection is done through validation on all the sequence datasets for EWC.

However, this procedure is unrealistic for the continual learning setting as one doesn’t have

access to all the sequence datasets in the process of training and deploying a model and it is not

straightforward that the hyperparameter will transfer.

We then have a closed form of this hyperparameter based on the likelihood region we want to

stay in for the past tasks.

The likelihood region for a parameter vector 𝜃 and optimal parameter vector 𝜃∗ is:

𝜃 t.q.
L(𝜃 | 𝑥)

L(𝜃 | 𝑥)
= 𝑉 (𝜃, 𝜃∗) ≥ 𝑟 (A I-9)
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It can be proven Daxberger et al. (2021) that

𝑝(𝜃 |X) =
1

𝑍
· exp(−L(𝑋; 𝜃)) (A I-10)

with L(𝑋; 𝜃) the training loss on the previous domain for parameters 𝜃.

We then have

𝑉 (𝜃, 𝜃∗) =
𝑝(𝜃 |X)

𝑝(𝜃∗|X)

if we use a second order Taylor expension of the loss

= exp(−
1

2
(𝜃 − 𝜃∗𝐷𝑖−1

)𝑇 · ∇2
𝜃L(𝑋; 𝜃) · (𝜃 − 𝜃∗𝐷𝑖−1

))

= exp(−
1

2
(𝜃 − 𝜃∗𝐷𝑖−1

)𝑇 · 𝐹𝐷𝑖−1
· (𝜃 − 𝜃∗𝐷𝑖−1

))

(A I-11)

We used the fact that the Hessian of the log likelihood for the optimal parameters is the Fisher

information matrix.

We need to ensure that the new parameters stay in that likelihood region. This can be done

through projection via an interpolation proportional to the Fisher matrix coefficients (as seen

before).

For an interpolation between two points 𝜃𝑘 and 𝜃′𝑘 , we have

𝜃𝑖𝑛𝑡𝑒𝑟 𝑝𝑜𝑙 = 𝜃𝑘 (1 − 𝜆 · 𝐹𝑘 ) + 𝜃′𝑘 (𝜆 · 𝐹𝑘 ) (A I-12)

It can be shown that to stay within a likelihood region with likelihood ratio greater or equal to 𝑟 ,

then 𝑙𝑎𝑚𝑏𝑑𝑎 must satisfy this condition:

𝜆 ≥

√∑
𝑘 (𝜃𝑘 − 𝜃∗𝑘 )

2 · 𝐹𝑘 + 2 · 𝑙𝑜𝑔(𝑟)

𝑁 ·
∑

𝑘 (𝜃𝑘 − 𝜃∗𝑘 )
2 · 𝐹3

𝑘

(A I-13)
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We can then project the current parameters in the likelihood region at each iteration.

It also could be possible to enforce this constraint with a log-barrier function added to the

training loss:

𝑅(𝜃, 𝜃∗, 𝐹) = −𝑙𝑜𝑔(−2 · 𝑙𝑜𝑔(𝑟) −
∑
𝑘

(𝜃𝑘 − 𝜃∗𝑘 )
2 · 𝐹𝑘 ) = −𝑙𝑜𝑔(𝑏 − 𝑎(𝜃, 𝜃∗)) (A I-14)

This function takes very large values when 𝑎(𝜃, 𝜃∗) gets too close to 𝑏, which means that the

parameters getting out of the likelihood region would substantially penalize the loss function.

As this is a second order approximation, it is supposed to be only valid for 𝜃′ in the neighborhood

of 𝜃. It could be possible to consolidate this approximation by using the value of the Fisher

Matrix for neighborhood points. This could be done effortlessly for the trajectory points of

the parameters during the learning process (in an online manner), to avoid having to compute

this Fisher matrix post-training. The Fisher Matrix coefficients could then be an Exponential

Moving Average of the ones in the training process with a coefficient giving more importance to

parameters points at the end of the learning process.

We could also construct a worst-case neighborhood approximation by taking the max of the

Fisher Matrix coefficients (by component during the whole trajectory) instead of the Exponential

Moving Average.

Moreover, the Fischer Matrix is approximated to be diagonal while it is far from always being the

case, rotating the model weights can help (Liu et al., 2018). It could also improve performance

to create a better approximation of the Fisher matrix, for instance by taking into account the

intra layer correlations between parameters, resulting in a block diagonal Fisher Matrix.

A modified version of Adam as algorithm is proposed to clarify our approach (Algo. 2).

𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑒(𝜃𝑡−1, 𝜃
∗, 𝐹) corresponds to the projection part exposed previously.
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Algorithm 2 Our algorithm, modified from Adam
Require: 𝛼: Stepsize

Require: 𝛽1, 𝛽2 ∈ (0, 1], 𝜆 ∈ (0, 1) : Exponential decay rates for the moment estimates

Require: (1 − 𝛽1)
2/
√

1 − 𝛽2 < 1: Constrain from the convergence analysis

Require: 𝑓 (𝜃): Stochastic objective function with parameters 𝜃

Require: 𝜃0: Initial parameter vector

Require: 𝐶: Total number of datasets

𝑐 ← 0 (Initialize dataset counter)

𝐹 ← 0 (Empty Fisher matrix diagonal)

𝜃∗ ← 0 (Initialize optimal parameters vector to 0)

while 𝑐 ≠ 𝐶 do

𝑚0 ← 0 (Initialize initial first moment vector)

𝑣0 ← 0 (Initialize initial second moment vector)

𝑡 ← 0 (Initialize timestep)

while 𝜃𝑡 not converged do

𝑡 ← 𝑡 + 1

𝛽1,𝑡 ← 1 − (1 − 𝛽1)𝜆
𝑡−1 (Decay the first moment running average coefficient)

𝑔𝑡 ← ∇𝜃 𝑓𝑡 (𝜃𝑡−1) (Get gradients w.r.t. stochastic objective at timestep 𝑡)

𝑚𝑡 ← 𝛽1,𝑡 · 𝑔𝑡 + (1 − 𝛽1,𝑡) · 𝑚𝑡−1 (Update biased first moment estimate)

𝑣𝑡 ← 𝛽2 · 𝑔
2
𝑡 + (1 − 𝛽2) · 𝑣𝑡−1 (Update biased second raw moment estimate)

𝑚𝑡 ← 𝑚𝑡/(1 − (1 − 𝛽1)
𝑡) (Compute bias-corrected first moment estimate)

�̂�𝑡 ← 𝑣𝑡/(1 − (1 − 𝛽2)
𝑡) (Compute bias-corrected second raw moment estimate)

if 𝑐 ≥ 1 then

𝜃𝑡−1 ← 𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑒(𝜃𝑡−1, 𝜃
∗, 𝐹) (Regularize parameters)

end if

𝜃𝑡 ← 𝜃𝑡−1 − 𝛼 · 𝑚𝑡/(
√
�̂�𝑡 + 𝜖) (Update parameters)

end while

𝐹 ← 𝑐 · 𝐹 + �̂�𝑡 (Update Fisher matrix for dataset c)

𝑐 ← 𝑐 + 1 (dataset counter)
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