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Reconstruction Automatique et Personnalisée de Modèle 3D de l’Articulation 
Tibiofibulaire Distale à Partir d’Images Radiographiques Biplanaires de la Cheville 

pour l’Évaluation de la Syndesmose 
 

Pejman HASHEMIBAKHTIAR 
 
 

RESUMÉ 

 
L'articulation tibiofibulaire joue un rôle clé dans la stabilité de la cheville, et ses blessures, 
notamment les lésions de la syndesmose, peuvent entraîner des déficiences fonctionnelles 
majeures. Une évaluation précise est essentielle pour le diagnostic et la planification du 
traitement. Les techniques d'imagerie traditionnelles, telles que les radiographies 
conventionnelles, la tomodensitométrie (TDM) et l'imagerie par résonance magnétique (IRM), 
présentent des limites en termes d'exposition aux radiations, de coût et de prise en charge en 
position debout. Le système d'imagerie EOS, qui fournit des radiographies bi-planaires avec 
une faible dose de radiation en position debout, constitue une alternative prometteuse. 
Cependant, sa mise en œuvre pour la reconstruction 3D de l'articulation tibiofibulaire est 
complexe en raison de la projection bidimensionnelle, qui entraîne une perte d'information 
tridimensionnelle, de la superposition des structures et des faibles distances inter-osseuses. 
 
Cette thèse propose une méthode innovante pour la reconstruction 3D personnalisée de 
l'articulation tibiofibulaire à partir de radiographies bi-planaires. L'approche combine la 
modélisation statistique de formes et d'intensité avec des techniques d'enregistrement 2D/3D 
basées sur l'apprentissage profond pour une reconstruction articulaire précise. Un modèle 
statistique de formes et d'intensité (SSIM) est développé à partir d'une base de données de 
scanners CT, garantissant une représentation anatomiquement cohérente. Le pipeline de 
reconstruction comprend l'extraction automatique de l'articulation à partir des radiographies à 
l'aide de réseaux neuronaux profonds de type auto-encodeur, suivie d'un cadre d'enregistrement 
2D/3D basé sur l'apprentissage profond en une seule étape. 
 
Les résultats expérimentaux confirment l'efficacité de la méthode proposée pour reconstruire 
des modèles 3D précis de l'articulation tibiofibulaire à partir de radiographies bi-planaires de 
la cheville. Les modèles reconstruits permettent le calcul automatique de paramètres cliniques 
pertinents pour l'évaluation de la syndesmose, offrant ainsi une alternative non invasive aux 
scanners CT. Cette recherche fait progresser le diagnostic orthopédique personnalisé en 
exploitant des techniques de reconstruction basées sur l'intelligence artificielle, améliorant la 
détection des blessures et les résultats des traitements. 
 
 
Mots-clés : Articulation tibiofibulaire, cheville, reconstruction 3D, radiographies bi-planaires, 
apprentissage profond, modèle statistique de formes et d’intensité, lésion de la syndesmose, 
enregistrement 2D/3D, imagerie EOS 
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ABSTRACT 

 
 
The tibiofibular joint plays a critical role in ankle stability, and its injuries, particularly 
syndesmosis injuries, can lead to significant functional impairments. Accurate assessment of 
such injuries is crucial for diagnosis and treatment planning. Traditional imaging techniques, 
including conventional radiographs, Computed Tomography (CT) scans, and Magnetic 
Resonance Imaging (MRI), each have limitations in terms of loss of 3D information, radiation 
exposure, cost, and the ability to capture weight-bearing conditions. The EOS Imaging system, 
which provides biplanar X-ray images with low radiation in a standing position, presents a 
promising alternative. However, its application in 3D reconstruction of the tibiofibular joint 
remains challenging due to factors such as two-dimensional projection, which leads to a loss 
of three-dimensional information and superimposition of structures, and the small inter-bone 
distances of the tibiofibular joint. 
 
This thesis proposes a novel method for personalized 3D reconstruction of the tibiofibular joint 
from biplanar radiographs. The approach integrates statistical shape and intensity modeling 
and deep learning-based 2D/3D registration techniques to achieve accurate joint 
reconstruction. A statistical shape and intensity model (SSIM) of the tibiofibular joint is 
developed using a dataset of CT scans, ensuring an anatomically coherent representation. The 
reconstruction pipeline includes automatic extraction of the joint from radiographs using deep 
autoencoder-based neural networks, followed by a one-shot deep-learning-based 2D/3D 
registration framework. 
 
Experimental results demonstrate the effectiveness of the proposed method for reconstructing 
anatomically accurate 3D models of the tibiofibular joint from ankle biplanar radiographs. The 
reconstructed models enable automatic calculation of clinically relevant syndesmosis 
parameters, offering a non-invasive alternative to CT scans for injury assessment. This 
research contributes to the advancement of personalized orthopedic diagnostics by leveraging 
AI-driven reconstruction techniques, ultimately improving injury detection and treatment 
outcomes. 
 
 
 
Keywords: Tibiofibular joint, ankle, 3D reconstruction, biplanar radiographs, deep learning, 
statistical shape and intensity model, syndesmosis injury, 2D/3D registration, EOS imaging 
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INTRODUCTION 

 

The tibiofibular joint, a key component of the ankle, plays a crucial role in weight-bearing and 

stability. Injuries to this joint, particularly syndesmosis injuries, can significantly impair 

mobility and function (Paez, Lurie, Upasani, & Pennock, 2021). Proper diagnosis and 

treatment planning require accurate imaging techniques, yet current methods have limitations 

(Kellett, Lovell, Eriksen, & Sampson, 2018a). Conventional radiographs, while widely 

accessible, lack three-dimensional (3D) information, which causes low intraclass correlation 

values for some measurements (Dhont et al., 2023). Computed Tomography (CT) scans 

provide high-resolution 3D images but expose patients to significant radiation. Magnetic 

Resonance Imaging (MRI) offers detailed soft tissue visualization but is costly, has a long 

processing time and does not capture weight-bearing conditions, similar to CT scans. The 

weight-bearing position allows natural loading conditions to be applied to the ankle, facilitating 

a more accurate diagnosis that reflects the joint's behavior during everyday activities. 

EOS Imaging, a low-radiation biplanar X-ray system, has emerged as a promising alternative 

for obtaining a three-dimensional (3D) model from joints and bones for orthopedic diagnostics. 

It retrieves two biplanar radiographs from the patient’s body while they are in a standing 

position. While the EOS Imaging software enables 3D model generation for the spine, hip, and 

knee, it has not yet been extended to the ankle joint, where significant challenges persist. These 

include structural superimposition, tightly connected anatomical components, and the inherent 

loss of depth information in 2D projections. As a result, reconstructing anatomically accurate 

3D models of the ankle from biplanar radiographs requires advanced computational 

techniques. 

Thus, this work aims to reconstruct a 3D model of the patient’s ankle joint, specifically the 

tibiofibular joint from biplanar radiographs, with the clinical objective of enabling the 

calculation of relevant ankle joint measurements.  

Chapter 1 presents the clinical context motivating this thesis, followed by Chapter 2, which 

provides a comprehensive literature review of the 3D reconstruction approaches from biplanar 

radiographs and its related steps. Chapter 3 outlines the research problem and defines the 

objectives of the study. In Chapter 4, we detail the theoretical framework and methodology 
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employed for the 3D reconstruction of the tibiofibular joint from ankle radiographs, while 

Chapter 5 presents the experimental results. The thesis is completed with Chapter 6, which 

offers a discussion of the findings, and the overall conclusion and recommendations are 

presented in Chapter 7. 

 



 

CHAPITRE 1 
 
 

CLINICAL CONTEXTS AND 3D RECONSTRUCTION OF THE TIBIOFIBULAR 
JOINT FROM BIPLANAR X-RAY IMAGES 

This chapter provides an overview of the ankle's structure, focusing on both its skeletal and 

soft tissue components. It also discusses how injuries to the syndesmosis can occur based on 

the anatomical structure and outlines the different degrees of such injuries. Following this, 

diagnostic techniques utilizing medical imaging are explored, with particular emphasis on the 

potentials for diagnosis syndesmosis injuries through Three-Dimensional (3D) reconstruction 

of the Tibiofibular joint structure. 

 

1.1 Introduction 

Ankle injuries are among the most common traumatic events affecting the lower limbs, often 

involving the lateral ligamentous complex, particularly the lower lateral ligaments (Lamer et 

al., 2018). In 18% of cases, the syndesmotic structures may also be affected (Lamer et al., 

2018). The severity of instability in the syndesmosis depends on which ligaments are affected 

(Lamer et al., 2018). To fully understand the types of traumas that can impact the ankle 

ligaments, it is important to first examine the anatomy and biomechanics of the ankle in more 

detail. 

 

1.2 Ankle joint anatomy 

The ankle joint is composed of three bones: the distal tibia, distal fibula, and talus (Figure 1.1). 

Muscles, tendons, and ligaments are distributed along the surfaces of the bones, facilitating the 

complex movements essential for motion and maintaining balance. Three primary ligaments 

connect tibia and fibula consistently (Figure 1.2), forming the distal syndesmotic articulation 

(Lin, Gross, & Weinhold, 2006): the anterior inferior tibiofibular ligament (AITFL), the 

posterior inferior tibiofibular ligament (PITFL), and the interosseous ligament (IOL). These 

ligaments offer significant stability to the joint, limiting the external rotation of the fibula to 2° 
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relative to the tibia, while the ankle mortise only expands by approximately 1 mm as the ankle 

transitions from full plantar flexion to full dorsiflexion (Lin et al., 2006). 

 

Figure 1.1 Ankle Bones  
Taken from The Skeletal System (2022) 
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Figure 1.2 Major ligaments forming the Ankle joint  
Taken from Hunt (2013) 

1.3 Syndesmosis injury 

Excessive rotation or force applied on the ankle may cause tears or ruptures to the ligaments, 

making the articulation unstable. These forces can lead to widening between the fibula and 

tibia at the ankle mortise, disrupting the ligaments (Hunt, 2013). Depending on the severity 

and spot of the injury, AITFL, PITFL, IOL or other ligaments could be affected (Figure 1.3). 
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Figure 1.3 Ankle sprain and ligaments injuries  
Taken from Eugene Stautberg III, MD (2025) 

 

In the context of syndesmosis injury, it is widely accepted that there are three grades of injuries, 

ranging from grade 1 to grade 3, with grade 1 being the least severe and grade 3 the most severe 

(Hunt, 2013): 

- Grade 1: Injuries are clinically mild and characterized by a stable syndesmotic joint. 

These injuries involve partial damage to the lateral ligaments. 

- Grade 2: A complete disruption of the AITFL and/or the interosseous ligament (IOL) 

causes grade 2 of syndesmosis injury. 

- Grade 3: A complete injury to lateral ligaments (AITFL, IOL, PITFL) leads to an 

unstable articulation. 
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1.4 Diagnosis of the syndesmosis injury using Medical Imaging 

Various medical imaging techniques are available for the non-invasive diagnosis of injuries, 

each with its own set of characteristics, advantages, and limitations. An essential step in 

diagnosing syndesmotic injuries is selecting the most appropriate imaging method to 

accurately identify ligament damage or ankle instability (Kellett, Lovell, Eriksen, & Sampson, 

2018b). Recent comprehensive literature reviews have compared different imaging modalities 

for diagnosing syndesmotic injuries (Kellett et al., 2018b; Krähenbühl et al., 2018). X-ray 

imaging with and without stress, Ultrasound, Computed Tomography (CT) scans, Nuclear 

Medicine scans, Magnetic Resonance Imaging (MRI) and Arthroscopy are the techniques used 

for diagnosing syndesmotic injuries (Kellett et al., 2018b). Among them, weight-bearing 

radiographs in Antero-Posterior (AP) and Mortis view, Ultrasound, CT scan and MRI are the 

most popular imaging techniques used for this purpose (van Dijk et al., 2016). In the following 

sections, we will explore these techniques and their approach for identifying syndesmotic 

injuries 

 

1.4.1 Weight-Bearing Conventional Radiographs 

In conventional X-ray imaging techniques, the patient’s body is exposed to X-ray to capture 

the skeletal structure on the radiograph. On radiographs, soft tissues are not clearly visible, 

with the focus primarily on the bony structures. However, syndesmotic widening can indicate 

injuries to the ligaments (Figure 1.4). Therefore, observing the relationship between the distal 

Tibia and distal Fibula can provide indirect evidence of a syndesmosis injury, when the bones 

are separated more than a normal distance (Kellett et al., 2018b). A summary of the 

measurements used to assess the syndesmotic injury on conventional radiographs is presented 

in Figure 1.5 (Krähenbühl et al., 2018). Among these parameters, three are most commonly 

used for diagnosing syndesmotic injuries (Krähenbühl et al., 2018) : 
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Figure 1.4 Ankle radiographs, AP (a) and Mortis (b) view demonstrating the syndesmotic 
widening and widening of medial clear space in red circles  

Taken from Kellett et al. (2018b) 

 

 

Figure 1.5 Summary of the defined measurements for syndesmosis injury assessment on 
radiographs  

Taken from Krähenbühl et al. (2018) 
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- Tibio-Fibular Clear Space (TFCS): This metric measures the distance between the 

medial border of the fibula and the lateral border of the peroneal incisura of the tibia, 

measured from the AP view 1 cm above the tibial plafond (Kellett et al., 2018b). Based 

on various studies, the normal value for this measurement is reported to be typically 

less than 6 mm (Kellett et al., 2018b), with values ranging between 1.8 mm and 6.5 

mm (Krähenbühl et al., 2018). 

- Tibio-Fibular Overlap (TFO): This is the horizontal distance between the medial border 

of the fibula and the lateral border of the anterior tibial tubercle (Kellett et al., 2018b). 

It is also measured 1 cm above the tibial plafond. The normal value for this parameter 

is reported as at least 1 mm on the mortis view and 6 mm on the AP view (Kellett et 

al., 2018b). However, other studies report values ranging from 2.2 mm to 4.7 mm in 

the mortis view and 8 mm to 9.4 mm in the AP view (Krähenbühl et al., 2018).. 

- Medial Clear Space (MCS): This refers to the widest distance between the medial 

borders of the malleolus, measured in the mortis view (Kellett et al., 2018b) and the 

normal value for this metric is greater than 4 mm (Kellett et al., 2018b). However, other 

studies report a range between 3 mm and 5.5 mm for this parameter (Krähenbühl et al., 

2018). 

Based on the statistics taken from different studies, the authors concluded that one may not 

solely rely on measurements taken from conventional radiographs for the assessment of the 

injury (Krähenbühl et al., 2018). The issue arises from the fact that in conventional 

radiographs, structures are superimposed during the projection process, which results in 

reduced contrast on the images (Michael, 2001). Thus, finer details may not be clearly visible, 

potentially leading to inaccuracies in assessing the relationship between the distal Tibia and 

distal Fibula. We may overcome this limitation using CT scans instead of conventional 

radiographs. CT scans were developed to provide depth information by reconstructing a 3D 

image of the patient's body using X-ray technology (Michael, 2001). 
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1.4.2 Computed Tomography scan 

Computed Tomography (CT) Scan produces 2D images of trans-axial planes (slices) by 

rotating the X-ray source and detector around the patient's body (Figure 1.6), while they are in 

a lying position (Michael, 2001) . Combining the generated images produces one slice of CT 

which helps eliminate structural overlap. When this process is applied to the entire body, it 

results in a comprehensive 3D image of the patient's body (Michael, 2001). 

 

 

Figure 1.6 X-ray Computed Tomography (CT)  
Taken from Michael (2001) 

 

Since CT scans are based on X-ray imaging technology, the assessment of syndesmotic injury 

should still focus on the relationship between the bones, similar to the assessment strategy in 

radiographs. However, unlike X-ray images, CT scan slices offer high-contrast images with 

non-superimposed structures, providing clearer details for more accurate analysis (Michael, 

2001). As a summary of recent studies, syndesmotic parameters are calculated on the CT slice 

located 1 cm above the Tibial Plafond (Krähenbühl et al., 2018). In the other study, a set of six 

measurements and two angles have been proposed to evaluate syndesmosis on specific CT 

slices (Nault, Hébert-Davies, Laflamme, & Leduc, 2013). Figure 1.7 illustrates these 
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measurements and angles, while Table 1.1 provides a description of the parameters. These 

measurements are taken from the CT slice located 9.45 mm proximal to the tibial plafond slice 

(15 slices in the used dataset), except for angle 2, which is measured on the Talar dome CT 

slice. All the measurements are made on non-pathological syndesmosis cases. The 

measurements range from 0.8 mm to 13 mm. 

Among the parameters defined in Table 1.1, A, B and C are the main parameters to assess the 

syndesmosis injury (Nault et al., 2013). For the observed non-pathological cases, parameters 

A, B and C are ranging from 1.5 mm to 6.44 mm, 2.1 mm to 11.5 mm, and 1 mm to 5.8 mm 

respectively (Nault et al., 2013). 

Although the metrics on the CT slice are measured more accurately than those on radiographs, 

CT scan exposes the patient’s body to much more radiation than conventional radiograph as it 

takes many images to reconstruct the 3D volume. In addition, in a conventional CT scan, the 

patient is lying down (Figure 1.6) and therefore, weight-bearing load is not applied on the ankle 

which could affect the assessment process (Dhont et al., 2023). 

Although CT is inherently a 3D imaging modality, the referenced study performed 

measurements on a single slice, thereby restricting the analysis to a 2D plane. This limitation 

in capturing the full three-dimensional anatomy may contribute to a lower intraclass correlation 

coefficient for certain syndesmosis measurements (Dhont et al., 2023), highlighting the 

potential for improved accuracy through true 3D assessments. 

 

Figure 1.7 Syndesmosis clinical parameters 'a' to 'f' and 'angle 1' on an axial view, shown 
9.45 mm above the Tibial Plafond. The 'angle 2' shown on axial view of the two malleoli at 

talar dome  
Taken from Nault et al. (2013) 
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Table 1.1 Syndesmosis clinical parameters description (shown in Figure 1.7)  
Taken from Nault et al. (2013) 

Parameter Description 

a Distance between the most anterior point of the incisura and the nearest most 

anterior point of the fibula 
b Distance between the most posterior point of the incisura and the nearest 

most posterior point of the fibula 
c Distance between the tibia and the fibula in the middle of the incisura 

d 3 step measurements 

A line is drawn between the most anterior and most posterior point of the 

incisura 

A perpendicular line is drawn in the middle of the first line 

Distance between the anterior part of the fibula and the perpendicular 
e Distance between the posterior part of the fibula and the perpendicular in line 

with the anterior measure 

f The same perpendicular line is brought at the level of the most anterior point 

of the incisura 

Distance between that line and the most anterior point of the fibula 
angle 1 Angle between a line drawn between the anterior and posterior point of the 

incisura and a line drawn in the fibula representing its orientation (internal 

rotation being a negative angle) 

angle 2 This angle is measure at the level of the talar dome. The angle is between the 

talar side of the 2 malleoli 

 

1.4.3 Stress X-ray 

In clinical studies, stress is applied to the patient’s ankle while monitoring his/her reaction and 

joint response, allowing for a real-time assessment of syndesmotic instability. Latent 
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syndesmosis may not be detectable on plain X-rays and may not significantly impact ankle 

functionality. However, surgical intervention is often required to repair the syndesmosis. 

Diagnosing syndesmotic injuries through stress X-ray imaging requires highly experienced 

experts, as interpretation can be complex (LaMothe et al., 2018). However, the results often 

lack consistent reproducibility, making objective and standardized assessment challenging. 

 

1.4.4 Ultrasound 

Dynamic ultrasound imaging can be used to detect syndesmosis injuries by having the 

physician hold the ultrasound probe while the patient moves the relevant joint (Kellett et al., 

2018a). In ultrasound imaging, the superficial structure of the anterior inferior tibiofibular 

ligament (AITFL) is typically visible. As a result, syndesmotic injuries involving this ligament 

can be detected using this approach. 

This technique allows for real-time assessment of ligament integrity and joint stability. 

However, similar to the stress X-ray, the accuracy of this method is highly dependent on the 

expertise of the physician, as proper probe positioning and image interpretation require 

significant experience. 

 

1.4.5 Magnetic Resonance Imaging 

Magnetic Resonance Imaging (MRI) uses very strong magnetic fields (Figure 1.8), which are 

effective in visualizing soft tissues, such as ligaments, making it suitable for the direct 

assessment of syndesmotic injuries (Dhont et al., 2023). Injured ligaments often show changes 

in morphology, size, and signal intensity on MRI scans (Figure 1.9), providing valuable 

insights into the extent of the injury (Kellett et al., 2018b). A complete ligament tear on MRI 

scans can be interpreted by signs such as ligament discontinuity, a wavy appearance, irregular 

contours, or inadequate visualization of the ligament (Kellett et al., 2018b). 
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Figure 1.8 Magnetic Resonance Imaging (MRI) machine  
Taken from Wikipedia (2025) 

 

Figure 1.9 MRI at the syndesmotic level showing injured ligament  
Taken from Krähenbühl et al. (2018). 
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Although MRI does not expose patients to radiation, it is not suitable for individuals with 

implanted pacemakers, drug infusion pumps, neurostimulators, or any other iron-based metal 

implants due to its use of a magnetic field. Additionally, like CT scans, patients must remain 

in a lying position during the procedure (Figure 1.8), which could potentially impact the 

assessment of the syndesmosis condition. 

 

1.4.6 Comparing imaging techniques for assessment of syndesmotic injury 

Comparing existing solutions for diagnosing syndesmotic injuries can provide valuable 

insights and help guide our conclusions. Table 1.2 provides a brief comparison of the most 

used techniques. 

Table 1.2 Comparison of the imaging techniques for assessment of syndesmotic injuries 

Technique Radiation Price 
Standing 

position of 
the patient 

Volume 
Imaging 

Soft 
Tissue  

Superimpositi
on issue 

Require an 
Expert to 
perform 

X-ray low $ Yes No No Yes No 

Stress X-ray low $ No No No Yes Yes 

Ultrasound None $$ Yes No Yes Yes Yes 

CT scan Up to 200 
Chest X-

rays 

$$$ No Yes No No No 

MRI None $$$ No Yes Yes No No 

 

In the following, we will discuss each factor and its importance in detecting syndesmosis 

injury. 

- Radiation: X-ray imaging exposes the patient to radiation. While CT scan also involve 

radiation, it requires hundreds of images, resulting in exposure equivalent to up to 200 

chest X-rays. MRI and ultrasound, on the other hand, do not present any radiation-

related concerns. 
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- Price: X-rays are the simplest form among medical imaging techniques, making them 

more cost-effective compared to MRI and CT scans, which are generally more 

expensive. 

- Standing position of the patient: Acquiring X-ray images while the patient is standing 

is crucial for detecting syndesmosis injuries. By positioning the ankle under weight-

bearing conditions, the imaging better expresses real-life scenarios, allowing for a more 

accurate assessment of potential injuries. Similarly, dynamic ultrasound is conducted 

with the patient standing. Although stress X-ray imaging is typically performed while 

the patient is lying down, the external rotation and applied forces exert sufficient 

pressure on the ankle to facilitate the diagnosis of syndesmosis injuries. In contrast, 

MRI and conventional CT scans, as shown in Figure 1.6 and Figure 1.8, are typically 

taken while the patient is lying down, which causes the joints to be in a relaxed state. 

Many patients, however, experience discomfort when standing, as the joints are 

subjected to weight-bearing stress.  

- Volume imaging: Volume imaging provides a more accurate representation than two-

dimensional imaging, making injury detection easier. While CT scans and MRIs utilize 

volume imaging, X-ray based imaging techniques and ultrasound methods do not. 

- Soft tissue: Soft tissues play a crucial role in identifying syndesmosis injuries. MRI and 

ultrasound effectively visualize soft tissues, whereas X-ray-based imaging techniques 

primarily capture bony structures. As a result, detecting injuries without considering 

the soft tissue requires alternative solutions, such as the ones outlined in sections 1.4.1 

and 1.4.2.  

- Superimposition issue: While volume imaging provides a comprehensive 3D view of 

the ankle joint, 2D imaging projects the structures onto a plane, leading to the 

superimposition of bones. This issue is illustrated in Figure 1.4, where the tibia and 

fibula are overlapped in a radiograph. Superimposition can obscure parts of the bones, 

making it difficult to accurately assess their alignment and relative positioning. 

While current clinical practices depend on the imaging techniques mentioned earlier, each 

method has its own unique advantages and limitations. A promising alternative is 2D/3D 

reconstruction, which involves generating 3D model from one or more 2D radiographs. This 
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approach combines the benefits of low-radiation X-ray imaging with the assessment ability in 

3D space. 

 

1.5 Biplanar Radiographs by EOS Imaging system 

The EOSTM X-ray machine (Figure 1.10) is capable of simultaneously capturing biplanar X-

ray images through slot scanning of the entire body in an upright, physiological, load-bearing 

position, using ultra-low-radiation doses. It provides both AP and LT images that are spatially 

calibrated, offering more detailed information than a single radiograph (Illés & Somoskeöy, 

2012). 

 

Figure 1.10 EOSTM X-ray machine, capturing two AP and LT images simultaneously  
Taken from Illés & Somoskeöy (2012) 
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The EOS Imaging system offers several advantages (Melhem, Assi, El Rachkidi, & Ghanem, 

2016), including: 

- Low-radiation dose: The system utilizes an ultrasensitive multi-wire proportional 

chamber, which requires only a minimal amount of X-ray exposure to generate clear 

images. This low-dose approach makes it a preferable option compared to CT imaging, 

particularly for conditions that require periodic imaging for ongoing analysis. 

- Weight-bearing standing position: The EOS system captures images while the patient 

is standing, allowing joints, such as those in the spine and knee, to be imaged under 

normal weight-bearing loads. This contrasts with techniques like conventional CT 

scanning, where the patient must lie down, potentially altering the natural positioning 

and pressure on the joints. 

- True-to-size imaging: The EOS system provides highly accurate representations of 

bone structures without distortion. 

However, despite these advantages, there are certain limitations to the EOS system (Melhem 

et al., 2016): 

- Occlusion and superimposition of bony structures: The projection of a single ray 

through the body can sometimes lead to occlusion, where certain parts of the bones are 

hidden. Additionally, when bones are superimposed, such as the femoral head and 

pelvis, the X-ray image may capture the overlapping bones as a single structure, making 

it difficult to distinguish the bones. 

- Motion-related image distortion: If the patient is unable to stand still during the imaging 

process, the resulting images may exhibit distortions. 

- Reduced contrast: The X-ray images generated by the EOS system tend to have less 

contrast and brightness compared to conventional digital radiography, which may 

affect the clarity of the images. 

- Limited bone structure details: Since it relies on only two X-ray images, it represents 

less information about the structure of the bone than 3D imaging modalities, as it lacks 

the depth of information for reconstruction. 

The EOSTM software provides semi-automated 3D reconstruction for certain skeletal 

structures, including the spine, pelvis, and femur (Melhem et al., 2016), depicted in Figure 
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1.11. As a result, we may have the 3D model built from the radiographs, taking advantage of 

X-ray imaging while having access to 3D imaging results, with a comparable accuracy to CT 

scan (Melhem et al., 2016).  

 

 

Figure 1.11 EOSTM 2D images and SterEOSTM 3D Reconstruction of the lower limb  
Taken from Illés & Somoskeöy (2012) 

 

1.5.1 3D Reconstruction of the Tibiofibular joint from biplanar radiographs 

The reconstruction of the ankle using EOS images is not supported by SterEOSTM. However, 

such reconstruction could still be valuable in evaluating syndesmosis injuries by analyzing the 

relevant clinical parameters in 3D as the 3D model can present the most definitive information 

(Ebinger, Goetz, Dolan, & Phisitkul, 2013). To measure these parameters, only a 3D 

reconstruction of the tibiofibular joint (Figure 1.12) is necessary, and the talus can be excluded 

from the model as explained in Section 1.4.2 and Figure 1.7. The process of creating a 3D 

personalized model of the Tibiofibular joint from 2D X-ray images presents significant 

challenges, since the structures are aligned closely in 3D space where distances can be as small 
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as 1 mm (Nault et al., 2013) and thus, there is considerable overlap of the structures, resulting 

from the projection process. 

 

Figure 1.12 Ankle biplanar radiographs, having the tibiofibular joint highlighted 

 

1.6 Conclusion 

Accurate pre-surgery diagnosis is essential for effective syndesmotic injury treatment. While 

MRI provides insight into soft tissues, it is costly, it does not place the patient in a weight-

bearing position, and not universally accessible. Among techniques that do not visualize soft 

tissues, CT scan offers 3D bone information but is conventionally taken in a non-weight-

bearing position and exposes patients to significant radiation. Furthermore, current studies 

often compute these parameters on individual CT slices, limiting the analysis to two-

dimensional measurements. The most critical factor in diagnosing syndesmotic injuries is 

imaging the patient while standing, putting the ankle under stress, and assessing the clinical 

parameters in 3D. 

Currently, CT scans and MRIs are commonly used to diagnose syndesmosis injuries. While 

CT scans offer greater sensitivity in detecting small syndesmotic injuries compared to standard 

radiographs, MRI remains the gold standard for diagnosing ligamentous injuries due to its 
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ability to differentiate between sprains and tears. Finding an alternative imaging modality with 

similar diagnostic capabilities would be ideal. 

EOS Imaging offers several advantages over CT and MRI, as highlighted earlier. Due to these 

benefits, we would opt for EOS Imaging over other methods. However, addressing the 

challenges posed by its limitations is necessary. 

Although distances in the ankle can be calculated using CT scans, either in 2D on a slice or on 

the volume in 3D, the same approaches cannot be applied to EOS radiographs. The primary 

difference lies in the type of information provided by these two techniques. CT scans yield 3D 

information, while EOS Imaging provides two orthogonal 2D X-ray images. To detect injuries 

by analyzing the bones’ relationship which is explained in Section 1.4.2, a 3D reconstruction 

of the tibiofibular joint from the EOS images is required. This approach would allow injury 

detection by assessing the clinical measurements in 3D. In this manner, we may leverage the 

advantages of EOS while overcoming its challenges, enabling us to identify potential 

syndesmotic injuries. 

The challenges in 3D reconstruction of the Tibiofibular joint using EOS biplanar images are 

summarized as follows: 

- Multi-object structure representation and the relationships 

- Small inter-distances between bones 

- Complex 3D structures of the bones which may not be representable by geometrical 

shapes such as spheres, cylinders, etc. 

- Superimposition and visibility issues of structures due to projection process in 

generating radiographs (as we see superposed tibia, fibula and talus in Figure 1.12). 

In the next chapter, we will conduct a literature review on various solutions for reconstructing 

3D models from biplanar X-ray images, the information and methods used in this process, 

supporting techniques and clinical parameters estimation on the reconstructed models. We will 

explore the steps involved, address challenges, and the limitations in literature. 

 

   

 

 





 

CHAPITRE 2 
 
 

LITERATURE REVIEW 

This chapter reviews the literature related to 3D reconstruction from radiographic or X-ray 

images, with a focus on techniques used to reconstruct anatomical structures and calculate 

clinical parameters from the resulting 3D models. The discussion encompasses the 

methodologies and the information employed in the reconstruction process, along with their 

advantages, limitations, and relevance to the 3D reconstruction of the tibiofibular joint from 

biplanar radiographs. In addition, we examine supporting methods that enhance the 

reconstruction pipeline, such as image translation techniques. Finally, the metrics commonly 

used to evaluate the accuracy and effectiveness of 3D reconstruction approaches are discussed. 

 

2.1 Introduction 

Plain X-ray images are generated by directing X-ray beams through a part of the body. While 

X-rays provide less detailed information than volume-based modalities such as CT or MRI, 

they are less expensive, faster to acquire, and expose patients to markedly lower radiation doses 

than CT scans (Goswami & Kr., 2015). Consequently, recent research increasingly leverages 

one or two calibrated, low-dose radiographs to reconstruct patient-specific 3D bone geometry 

as a cost-effective substitute for CT-based modelling (Melhem et al., 2016; Nguyen, 

Benameur, Mignotte, & Lavoie, 2023). However, in planar radiography, each detector pixel 

records the line integral of the tissue’s linear attenuation coefficient along a single X-ray path, 

so every voxel intersected by that ray is collapsed into one value (Kak & Slaney, 2001). As 

this projection process superimposes anatomical layers that lie at different depths, the image 

contains only two-dimensional shadows with no intrinsic depth cues (Bushberg, Seibert, 

Leidholdt, & Boone, 2011). As a result, a single radiograph cannot unambiguously recover 

three-dimensional anatomy; reliable 3D reconstruction typically requires at least two calibrated 

views or strong anatomical priors (Kyung, Jo, Choo, Lee, & Choi, 2023). 
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The methods for 3D reconstruction from X-rays can be categorized based on the prior 

knowledge utilized during the reconstruction process and the methods used to incorporate this 

information into the process (Hosseinian & Arefi, 2015). Some approaches rely solely on the 

X-ray images as input, while others incorporate mathematical, geometrical, statistical, or 

parametric models containing information about the bones, which are then used by the 2D/3D 

reconstruction algorithms (Goswami & Kr., 2015). By utilizing these models, accurate 3D 

reconstructions can be achieved from the X-ray images (Hosseinian & Arefi, 2015). Methods 

that use such models require prior knowledge of the shape of interest, such as the structure of 

bones, relationship between bones in the joint, or other anatomical features. 

 

2.2 3D Reconstruction from X-ray images 

The process of reconstructing a 3D model from 2D X-ray images aims to generate a three-

dimensional representation of an anatomical structure based on available X-ray projections. 

This is achieved by identifying the spatial correspondence between features in the 2D images 

and in 3D space (Hosseinian & Arefi, 2015). The technique used to align and map 2D image 

data to a 3D model is known as the 2D/3D reconstruction process (Unberath et al., 2021). 

Figure 2.1 illustrates examples of 3D reconstructions of the pelvis (Lamecker, Wenckebach, 

& Hege, 2006) and spine obtained using one and two X-ray images (Zhang et al., 2013), 

respectively. 

 

 

Figure 2.1 3D reconstruction of pelvis from one X-ray image and Spine from two biplanar X-
ray images  

Taken from Lamecker et al. (2006) and J. Zhang et al. (2013)  
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2D/3D reconstruction techniques can be categorized according to several criteria, including 

the applications, the prior knowledge incorporated into the process through models, the type 

of data used for aligning models with images, the specific algorithms employed to match 3D 

structures onto 2D views, and the level of automation (Hosseinian & Arefi, 2015; Unberath et 

al., 2021). The following sections provide a detailed discussion of each of these aspects. 

 

2.2.1 Applications 

3D reconstruction from radiographs has proven effective across several body regions, such as 

spine with an average reconstruction error of 3 to 5 mm (B Aubert, Cresson, Guise, & Vazquez, 

2022; Hanaoka et al., 2011; Kadoury, Cheriet, Kadoury, Cheriet, & Labelle, 2009; Moura, 

Boisvert, Barbosa, Labelle, & Tavares, 2011; Moura, Boisvert, Barbosa, & Tavares, 2009; 

Pomero, Mitton, Laporte, De Guise, & Skalli, 2004a), pelvis, hip, and femur with an average 

error of 3 to 4 mm (Bah et al., 2015; Baka et al., 2011, 2010; Dong, Ballester, & Zheng, 2007; 

Dong & Zheng, 2009; Fleute & Lavallée, 1999; Lamecker et al., 2006; Mahfouz, Badawi, 

Fatah, Kuhn, & Merkl, 2006; Nolte, Xie, & Bull, 2023; Zheng et al., 2009), knee with average 

error of 2 to 3 mm (Hwang, Lee, & Shin, 2024; Kasten et al., 2020; Tchinde Fotsin, Vazquez, 

Cresson, & De Guise, 2019). 

To the best of our knowledge, the problem of reconstructing an accurate 3D model of the ankle, 

specifically the distal tibiofibular joint, from 2D X-ray images has not been thoroughly 

investigated in the literature. The most closely related works to ours have performed 3D 

reconstruction from biplanar X-rays of the proximal tibia (Arn Roth et al., 2024), and tibia and 

fibula (Pan et al., 2023) without focusing on the distal region. Their application is centered on 

knee arthroplasty and preoperative osteotomy, which primarily involves the proximal sections 

of these bones. In contrast, our study is among the first to specifically address the technical 

and anatomical challenges associated with 3D reconstruction of the distal tibiofibular joint. 

One key challenge lies in the narrow spacing between the tibia and fibula in the distal region, 

which has been reported to range from approximately 1 mm to 16 mm (Nault et al., 2013). 
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Therefore, any reconstruction methodology must preserve this anatomical constraint to ensure 

the structural accuracy of the resulting model. 

 

 

2.2.2 Shape and Appearance Models Used in 3D Reconstruction 

As previously discussed, incorporating 3D models into the reconstruction process results in 

accurate 3D reconstructions from the X-ray images (Hosseinian & Arefi, 2015). Models are 

commonly employed to address the inherent limitations of radiographic imaging, particularly 

the loss of depth information resulting from 2D projection (Heimann & Meinzer, 2009). Given 

that a single-view or even a biplanar radiograph does not provide enough information to 

reconstruct a unique and complete 3D anatomical structure, such models act as prior 

constraints. They reduce the ambiguity in the reconstruction process by narrowing the solution 

space and guiding it toward anatomically realistic shapes (Heimann & Meinzer, 2009).  

3D models used for reconstruction can take various forms, including generic template models, 

Statistical Shape Models (SSMs), models that incorporate both shape and intensity information 

such as Statistical Shape and Intensity Models (SSIMs), and parametric models. When dealing 

with joint structures, specialized models like coupled or articulated models are often required 

to account for the relative positioning or movement between connected bones. The following 

sections provide an overview of each of these model types. 

 

2.2.2.1 Generic Models 

Generic models, also referred to as anatomical templates, provide a mathematical 

representation of an object's geometric surface in 3D. These models are typically aligned and 

morphed to fit patient-specific radiographs. 

Generic models are defined as a set of ݊ vertices  ݒ௜ ∈ ܴଷ, ݅ = 1. .݊ , forming a point cloud 

which represents the surface of the shape. Alternatively, a triangular mesh-based approach can 

be employed, which not only specifies vertex positions but also includes connectivity 

information by defining ݉ triangular faces, where each face consists of three connected 
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vertices forming a triangle. Equations (2.1) and (2.2) are the definition of the vertices and faces, 

respectively. 

 ܸ = ,ଵݒ] ,ଶݒ … , [௡ݒ = ,ଵݕ,ଵݔ] ;ଵݖ ,ଶݕ,ଶݔ ;ଶݖ … ; ,௡ݕ,௡ݔ ܨ ௡]   (2.1)ݖ = [ ଵ݂, ଶ݂, … , ௠݂] = ,ଵݒ] ,ଶݒ ;ଷݒ ,ଶݒ ,ସݒ ;ହݒ … ]   (2.2) 

 

Figure 2.2 shows a triangular mesh representation of a distal femur generic model. The vertices 

are then used to deform by an optimization algorithm such as kriging and the use of control 

points to align the model to 2D X-ray images (Laporte, Skalli, de Guise, Lavaste, & Mitton, 

2003).  

 

Figure 2.2 distal femur mesh representation  
Taken from Laporte et al. (2003) 

 

Generic models are usually constructed based on a single CT scan instance (Chaibi et al., 

2012). The process begins with segmentation to isolate the target bone (Heimann & Meinzer, 
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2009), followed by a surface reconstruction step using meshing techniques. The final output is 

typically a 3D representation of the bone in the form of a point cloud or a triangular mesh. 

These models facilitate the reconstruction process by providing a predefined structure that can 

be efficiently aligned or deformed to match patient-specific radiographic views (Mitton et al., 

2006). This reduces the dimensionality of the problem, provides anatomical constraints, and 

helps overcome ambiguities inherent to limited 2D projections. They are applied to distal 

femur (Laporte et al., 2003), proximal femur (Galibarov, Prendergast, & Lennon, 2010), 

ribcage (Koehler, Wischgoll, & Golshani, 2019), complete femur (Arnold, Blemker, & Delp, 

2001) and tibia and fibula (Pan et al., 2023). Some generic models are generated for foot and 

ankle (Ramlee, Kadir, & Harun, 2013), but they are not incorporated in the 3D reconstruction 

process from radiographs. 

As mentioned, segmentation is an essential step in generating a model from scratch. CT scan 

segmentation has progressed from classical image processing techniques to powerful deep 

learning-based solutions. Initial methods relied on thresholding, edge detection, and region-

growing algorithms, which worked well for high-contrast structures but struggled with 

complex or noisy data (Pham, Xu, & Prince, 2000). Machine learning methods, including 

random forests and support vector machines, introduced supervised feature-based 

segmentation with improved robustness. The advent of deep learning revolutionized the field, 

with convolutional neural networks (CNNs) such as U-Net becoming the standard for 

automatic segmentation tasks due to their ability to learn hierarchical features directly from 

images (Ronneberger, Fischer, & Brox, 2015). More recent advancements include 3D CNNs 

for volumetric segmentation and attention mechanisms to improve focus on relevant 

anatomical regions (Çiçek, Abdulkadir, Lienkamp, Brox, & Ronneberger, 2016; Rayed et al., 

2024). These methods significantly outperform earlier techniques, though generalization 

across scanners and pathologies remains an ongoing challenge. As the reconstruction process 

accuracy is heavily dependent on the segmentation result, it is crucial to have an accurate result 

from segmentation process. 

Once segmentation masks are generated from CT scans, the next step is meshing process which 

is converting voxel-based binary masks into continuous surface representations. One of the 

most widely used techniques for this is the Marching Cubes algorithm (Lorensen & Cline, 
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1987), which constructs high-resolution triangular meshes by evaluating the local 

configuration of voxel values and interpolating the surface within each cube. This method is 

efficient and produces topologically accurate surfaces, making it a foundational tool in medical 

imaging and surgical planning. In addition to Marching Cubes, more advanced meshing 

techniques include Poisson surface reconstruction and level-set-based methods, which offer 

smoother and more watertight surfaces, particularly useful for complex or noisy segmentations 

(Kazhdan, Bolitho, & Hoppe, 2006). Recently, neural implicit surface representations such as 

DeepSDF have been explored for learning smooth surface models directly from data(Park, 

Florence, Straub, Newcombe, & Lovegrove, 2019). However, classical meshing remains 

dominant in clinical pipelines due to its reliability, speed, and broad implementation in medical 

software. 

In the context of ankle modeling, a generic model of ankle and foot has been built, but they 

failed to capture the local details of the structures in their approach (Ramlee et al., 2013). Their 

model encompasses all bones from the knee to the foot. 

Generating the generic models is straightforward and easy (Heimann & Meinzer, 2009). 

However, because these models are based on a single shape, they cannot effectively capture 

shape variations (Timothy F. Cootes, 1977) and as a result, they have limited generalization 

performance (Luthi, Gerig, Jud, & Vetter, 2018). In other word, the reliance on a single 

reference shape in generic models results in poor adaptability to patient-specific anatomy, 

leading to increased reconstruction error and limited ability to resolve ambiguities inherent in 

radiographic projections (Ambellan, Lamecker, von Tycowicz, & Zachow, 2019; Luthi et al., 

2018). 

 

2.2.2.2 Statistical Shape Models 

To address the limitations of shape representation inherent in generic models, Statistical Shape 

Models (SSMs) were introduced (T. F. Cootes, Taylor, Cooper, & Graham, 1995). These 

models are constructed from a set of ܰ instances, where each shape is represented by a set of 

corresponding points distributed over the surface or by triangular meshes (Heimann & 

Meinzer, 2009). The object is then characterized by its mean shape and the statistical variations 
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observed across the dataset. This multi-instance framework enables the model to capture 

anatomical variability within a population, providing a more generalizable and data-driven 

representation of shape. By applying statistical analysis, typically using Principal Component 

Analysis (PCA) and on the aligned dataset, the model encodes both the average shape and the 

main modes of deformation (T. F. Cootes et al., 1995). An example is shown in Figure 2.3, 

where aligned pelvic shapes are overlaid after removing translation, rotation, and scale. 

To construct an SSM, a dataset of ܰ aligned 3D meshes is used, where each shape instance is 

brought into correspondence and statistically analyzed to extract a mean shape and principal 

deformation modes (Ambellan et al., 2019; Heimann & Meinzer, 2009). One of the most 

challenging aspects of constructing an SSM is achieving accurate point-to-point 

correspondences across all shapes in the training dataset. Errors in this step can significantly 

degrade the quality of the resulting model and its ability to represent anatomical variability 

(Ambellan et al., 2019; Davies, Cootes, & Taylor, 2001; Heimann & Meinzer, 2009). Matching 

techniques are based on surface deformation techniques (Choi, Lam, & Lui, 2015; Vikas & 

Bhallamudi, 2014), such as mapping shapes onto spherical models and match them in the latter 

space (Brechbuhler, Gerig, & Kubler, 1995; Hashemibakhtiar, Cresson, Guise, & Vázquez, 

2023; Kirschner & Wesarg, 2010; Lee & Kazhdan, 2019; M. Styner et al., 2006), using 

multiscale matching (Eisenberger, Lähner, & Cremers, 2019), deform shapes through non rigid 

registration (A. F. Frangi, Rueckert, Schnabel, & Niessen, 2003; Alejandro F. Frangi, 

Rueckert, Schnabel, & Niessen, 2001; Heitz, Rohlfing, & Maurer, Jr., 2005; Rueckert, Frangi, 

& Schnabel, 2001; J. Wang & Shi, 2017; Wu, Li, Lu, Kim, & Ogunbona, 2017), and 

establishing and optimizing correspondence through achieving the best compactness, 

generalization, and specificity of the resulting SSM (J. H. Chen & Shapiro, 2009; J. H. Chen, 

Zheng, & Shapiro, 2010; Davies et al., 2001; Davies, Twining, Cootes, & Taylor, 2010; 

Heimann, Wolf, Williams, & Meinzer, 2005). Deep learning approaches are also incorporated 

for finding the correspondences through the dataset (Agrawal, Whitaker, & Elhabian, 2017; 

Groueix, Fisher, Kim, Russell, & Aubry, 2018). 
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Figure 2.3 Overlay of several pelvis shapes which is used for constructing a SSM  
Taken from Lamecker & Zachow (2016) 

 

A general view of generating an SSM is depicted in Figure 2.4. It begins with segmenting the 

bone of interest from a series of CT scans (Skadłubowicz, Król, Wróbel, Hefti, & Krieg, 2009). 

A meshing technique is then applied to the segmented masks denoted as ܥ ଵܶ௦௘௚,ܥ ଶܶ௦௘௚, … ܥ, ேܶ௦௘௚ to create surface meshes ܵଵ,ܵଶ, … , ܵே (Hashemibakhtiar et al., 2024). 

These steps can be skipped if a dataset of ܰ 3D meshes is accessible. 

 

Figure 2.4 Steps to build a Statistical Shape Model  
Taken from Skadłubowicz, Król, Wróbel, Hefti, & Krieg (2009) 
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As it is essential to have all meshes represented with the same topology (Heimann & Meinzer, 

2009), a matching process, either automatic, semi-automatic, or manual, is employed to ensure 

a one-to-one anatomical correspondence across the dataset (Davies et al., 2001), resulting in ܵଵ௦௧ , ܵଶ௦௧ , … , ܵே௦௧ which all represent same number of vertices and faces. Once aligned, the 

meshes undergo rigid transformation alignment using methods such as Generalized Procrustes 

Analysis (GPA) (Gower, 1975), which efficiently removes variations in rotation, translation, 

and scale in an iterative process. This normalization step is essential to ensure that the 

computed modes of variation reflect genuine anatomical differences rather than pose 

differences (Heimann & Meinzer, 2009). The transformation to remove scale, rotation, and 

translation is given by Equation (2.3) where ܴ is the rotational matrix, ݏ is the scaling factor ݐ 
is the translation parameter. GPA iteratively aligns shapes and updates the mean configuration 

until convergence (Gower, 1975). This alignment step prepares the dataset, ܵଵ௥௠, ܵଶ௥௠, … , ܵே௥௠ 

for statistical analysis, commonly performed using Principal Component Analysis (PCA) 

(PCA) (Jollife & Cadima, 2016).  

 ܵ௜௥௠ = ܴݏ ௜ܵ௦௧ + , ݐ ݅ = 1. .ܰ (2.3) 

 

Having all the shapes aligned, we can compute the mean shape ܵ̅ using Equation (2.4).  

 

ܵ̅ = 1ܰ ෍ ௜ܵ௥௠ே
௜ୀଵ  (2.4) 

 

Given the matrix of the training shapes ܻ = [ܵଵ௥௠, ܵଶ௥௠, … , ܵே௥௠] ∈ ܴଷ௄×ே where each shape 

consists of ܭ vertices, the covariance matrix ܥ is computed using Equation (2.5) 

ܥ  = 1ܰ − 1்ܻܻ ∈ ܴଷ௄×ଷ௄ (2.5) 

 

The eigenvectors Φ = [߰ଵ;߰ଶ; … ;߰ேିଵ] and eigenvalues Λ = ,ଵߣ] ,ଶߣ … ,  ேିଵ] areߣ

determined using Singular Value Decomposition (SVD), as explained in Equation (2.6). 
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Φܥ  = ΛΦ (2.6) 

 

The principal Modes of Variation (MoV) are selected by analyzing the eigenvalues of the 

covariance matrix and computing the cumulative explained variance (T. F. Cootes et al., 1995). 

A subset of modes is typically retained to capture a predefined proportion of the total shape 

variability, as illustrated in Equation (2.7).  The number of retained principal components ܯ 

is typically selected such that they capture between 90% and 99% of the total variance in the 

training shapes, depending on the application-specific, balance between model compactness 

and expressiveness (T. F. Cootes et al., 1995; Heimann & Meinzer, 2009; Luthi et al., 2018). 

(ܯ)ݎܸܽ  = ∑ ∑௝ெ௝ୀଵߣ ௞ேିଵ௞ୀଵߣ  (2.7) 

 

Finally, having the mean shape ܵ̅ and the eigenvectors matrix Φ, the SSM is defined using 

Equation (2.8) where  ܾ௞ ∈ ܴெ follows a normal distribution bounded by ±3ඥߣ௞ (T. F. Cootes 

et al., 1995). 

 

ܵ(ܾଵ,ܾଶ, … , ܾேିଵ) = ܵ̅ + ෍ܾ௞.߰௞ேିଵ
௞ୀଵ  (2.8) 

 

This process yields a compact yet informative representation of the anatomical structure, 

capturing its natural variations. 

In the context of 3D reconstruction using SSM, the goal is to estimate the optimal shape 

parameters ܾ such that the projection of the generated 3D shape best aligns with the observed 

2D contours or silhouettes in the radiographs (Shiode et al., 2021). This parametric constraint 

drastically reduces the ill-pose problem of the 2D to 3D matching by limiting the solution space 

to statistically valid shapes. 

Establishing accurate correspondence between 3D meshes is a critical preprocessing step for 

SSM (Sahillioğlu, 2020), after segmentation and meshing process. shape reconstruction, and 
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analysis. To build an SSM, correspondences must be defined across all training shapes(T. F. 

Cootes et al., 1995), and poor matching, such as aligning anatomically dissimilar regions, can 

introduce significant modeling errors and overestimated variability (Davies, Twining, Cootes, 

Waterton, & Taylor, 2002). The challenge intensifies with 3D, non-rigid, and non-isometric 

deformations, where both local and global shape features must be considered (Sahillioğlu, 

2020). Two main solution categories are commonly identified (Hashemibakhtiar et al., 2023). 

Similarity-based methods rely on matching geometric descriptors invariant to transformations 

(Gehre, Bronstein, Kobbelt, & Solomon, 2018; Ling, Qinsong, Shengjun, & Xinru, 2021; 

Melzi, Ovsjanikov, Roffo, Cristani, & Castellani, 2018; Nogneng & Ovsjanikov, 2017; 

Ovsjanikov, Ben-Chen, Solomon, Butscher, & Guibas, 2012; Ren, Poulenard, Wonka, & 

Ovsjanikov, 2018; Vestner, Litman, Rodolà, Bronstein, & Cremers, 2017). Registration-based 

approaches, in contrast, deform one shape to another via a continuous transformation or 

through a shared parameter space (Cosmo et al., 2019; Dyke, Lai, Rosin, & Tam, 2019; 

Eisenberger et al., 2019; Lee & Kazhdan, 2019; Melzi et al., 2019). It has been elaborated that 

the quality of the shapes correspondences is also affected by the non-isometric deformation 

degree of the shapes (Hashemibakhtiar et al., 2023; X. Huang, Yang, Vouga, & Huang, 2020), 

which is mostly low in bony structures cases. Smooth Shell has represented the least matching 

error for shapes with low degrees of non-isometric deformation (Hashemibakhtiar et al., 2023; 

X. Huang et al., 2020). 

Statistical Shape Models (SSMs) offer substantial advantages over generic models in the 

context of anatomical 3D reconstruction. Unlike generic models, which are typically 

constructed from a single anatomical instance and therefore fail to capture inter-subject 

variability, SSMs are built from a population of aligned shapes. This allows them to 

statistically represent both the mean anatomical structure and its plausible deformations (T. F. 

Cootes et al., 1995). As a result, SSMs are better equipped to generalize across different 

patients and accommodate natural anatomical variability, making them particularly effective 

in scenarios where imaging data, such as biplanar radiographs, lack depth information. By 

constraining the reconstruction process to a learned, low-dimensional shape space, SSMs 

reduce ambiguity and improve anatomical plausibility, thereby enabling more accurate and 

robust 3D reconstructions (T. F. Cootes et al., 1995; Heimann & Meinzer, 2009). 
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In addition to improving accuracy, SSM-based reconstruction methods facilitate greater 

automation by incorporating prior knowledge about the shape of interest, thereby reducing the 

need for extensive user intervention (Davies et al., 2001). However, the construction of an 

effective SSM requires a sufficiently large and diverse dataset, including both normal and 

pathological variations of the anatomical structure (Hosseinian & Arefi, 2015). The quality of 

the resulting model is highly dependent on the accuracy of shape alignment and the 

establishment of reliable point correspondences across the dataset (Heimann & Meinzer, 

2009). The generalizability of the model increases with the quantity and diversity of training 

samples, while an optimal SSM is characterized by three critical properties: compactness, 

generalization, and specificity (Davies et al., 2001). Due to its ability to encapsulate statistical 

knowledge about anatomical shape and variability, an SSM provides a powerful prior that can 

be directly integrated into the 3D reconstruction pipeline to guide and regularize the estimation 

process (Ambellan et al., 2019). 

 

2.2.2.3 Intensity Models 

Statistical Shape and Intensity Models (SSIMs) extend the capabilities of Statistical Shape 

Models (SSMs) by simultaneously modeling both geometric variability and the associated 

intensity patterns of anatomical structures (C. J. F. Reyneke et al., 2019). This combined 

representation allows for a more complete characterization of anatomical regions, 

incorporating not only the shape but also density characteristics captured by imaging 

modalities such as CT (C. J. F. Reyneke et al., 2019). As a result, SSIMs have found increasing 

utility in applications such as 3D reconstruction, segmentation, image registration, and data 

augmentation (Ambellan et al., 2019; C. Reyneke, Thusini, Douglas, Vetter, & Mutsvangwa, 

2018). Figure 2.5 shows a SSIM of pelvis, representing the bone’s density distribution as 

intensity information. 
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Figure 2.5 Statistical Shape and Intensity Model of pelvis  
Taken from Lamecker & Zachow (2016) 

 

SSIM construction can follow multiple strategies depending on how intensity values are 

associated with the anatomical representation (C. Reyneke et al., 2018). These strategies can 

be broadly categorized as follows: 

- Voxel-Based Modeling: In voxel-based SSIMs, all training images are registered to a 

common anatomical frame. Intensity values are then stored voxel-wise, allowing the 

use of dimensionality reduction techniques such as Principal Component Analysis 

(PCA) to jointly model shape and image appearance (Figure 2.6. A). This approach is 

suitable for modeling detailed internal structures but can be memory-intensive and 

sensitive to registration errors (Hanaoka et al., 2011; C. Reyneke et al., 2018). 

Averaging the voxel intensities to simplify the information is applied to tackle the 

intensive processing issue. The bony structures could be split into cortical and 

trabecular bones (Figure 2.6.C) in which each area has the average constant voxel value 

of that region (Julien, Fotsin, Présentée, & Technologie, 2021; Sarkalkan, Weinans, & 

Zadpoor, 2014). 

- Mesh-based Modeling: This method maps intensity values to the nodes of a triangular 

or tetrahedral mesh (Figure 2.6. B) constructed from the segmented anatomical surface 

or volume (Bah et al., 2015; C. Reyneke et al., 2018; Tchinde Fotsin et al., 2019; Zheng, 

Guoyan; Yu, 2017). Once all meshes are brought into correspondence, statistical 
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analysis is applied to both shape (vertex coordinates) and intensity (values assigned to 

the mesh nodes). This technique provides a more compact representation and is 

particularly effective for modeling structures like bones with clear internal density 

gradients (Aldieri, Terzini, Audenino, Bignardi, & Morbiducci, 2020). 

- Particle-Based Modeling: In particle-based SSIMs, intensity values are assigned to 

particles distributed throughout the object volume (Oh & Koo, 2024; Xu & Elhabian, 

2024). Each particle encodes both its spatial location and the corresponding local 

intensity, enabling the modeling of fine-grained internal variations. Such models are 

particularly useful for tasks involving image synthesis and non-rigid registration. 

 
Figure 2.6 voxel-representation (A) and tetrahedral mesh representation (B) of the proximal 

femur. Splitting the trabecular and cortical bones of the proximal femur (C)  

Taken from Sas, Tanck, Sermon, & van Lenthe (2020) 

 

When extending a SSM to incorporate image intensity, two primary modeling strategies can 

be employed: independent and combined construction (C. J. F. Reyneke et al., 2019). These 

approaches differ in how the shape and intensity components are statistically coupled. Before 

integrating shape and intensity information, each of the ܰ training shapes must represent their 

intensity data as a vector of ܲ corresponding samples (e.g., tetrahedra, voxels, etc.), as shown 

in Equation (2.9). 

௝ܫ  = ൫݅ଵ௝ , ݅ଶ௝ , … , ݅௉௝ ൯, ݆ = 1. .ܰ (2.9) 
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In the independent modeling strategy, shape and intensity are treated as separate random 

variables, and PCA is applied independently to each. This approach enables more modular 

models in which shape and appearance variations can be analyzed separately, resulting in more 

accurate, patient-specific reconstruction (C. J. F. Reyneke et al., 2019). However, this is 

generally more time-consuming to implement rather than the combined approach. (C. J. F. 

Reyneke et al., 2019). A similar process to the SSM (as explained in Section 2.2.2.2) is applied 

on the intensity vectors and finally the independent SSIM can be presented with Equation 

(2.10) where ܫ is the average vectors of intensities, ܳ represents the number of principal 

components of the intensity model ܫ, while ݑ௤  and ݁௤ denote the ݍth eigenvalue and 

eigenvector, respectively.  

 

ܫ = ܫ  ̅+ ෍ݓ௤ඥݑ௤݁௤        ொ
௤ୀଵ  ௤~ܰ(0,1) (2.10)ݓ

 

Although the independent modeling approach represents more interpretable intensity models, 

it may fail to capture the underlying correlations between anatomical shape and intensity 

variations. In contrast, the combined modeling approach concatenates the shape and intensity 

vectors from each training sample into a single feature vector, upon which a joint PCA is 

performed (C. J. F. Reyneke et al., 2019). This formulation captures shared variance between 

geometry and intensity and is particularly beneficial in tasks such as 2D/3D reconstruction, 

where both components are jointly informative. Combined SSIMs are generally more efficient 

to implement, as they involve fewer parameters and require less memory compared to 

independent models. This streamlined structure also reduces the computational time needed to 

estimate patient-specific parameters during reconstruction or analysis(C. J. F. Reyneke et al., 

2019). PCA is applied on the Shape vectors and Intensity vectors separately, and after they are 

combined, another PCA applies on it to have the combined SSIM model (C. J. F. Reyneke et 

al., 2019). Equation (2.11) shows the combining formula, in which ܧ௠் and ܧ௤்  are transposed 

versions of eigenvectors matrices of shape and intensity, respectively. ௠ܹ reconciles the shape 
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and intensity model parameters, as they are different in magnitudes (C. J. F. Reyneke et al., 

2019). 

௖௢௠௕௜௡௘ௗݓ  = ቆ ௠ܹݓ௠ݓ௤ ቇ = ቆ ௠ܹܧ௠்(ܵ − ௤்ܧ(̅ܵ ܫ) − ̅(ܫ ቇ  (2.11) 

 

Choosing between voxel-based, mesh-based, and particle-based approaches for constructing 

SSIMs depends on the target application, the nature of the imaging data, and the required 

balance between anatomical detail and computational efficiency. Voxel-based SSIMs 

represent both shape and intensity using aligned 3D grids, making them well-suited for 

applications requiring high-resolution modeling of internal structure characteristics, such as 

bone density from CT scans (C. J. F. Reyneke et al., 2019). These models are advantageous 

when realistic appearance modeling is essential, such as intensity-based segmentation. 

However, they come at the cost of increased computational complexity and require precise 

voxel-level registration across training samples unless their simplified approaches are 

considered. In contrast, mesh-based SSIMs map intensity values to the nodes of surface or 

volumetric meshes, offering a more compact representation of anatomical structures. This 

method is particularly useful in statistical analysis of organ morphology, where region-specific 

average intensity is acceptable (Bah et al., 2015). While mesh-based models reduce data 

dimensionality, they may not fully capture fine-grained internal intensity gradients. Particle-

based approaches provide a flexible alternative by automatically distributing corresponding 

particles across anatomical surfaces or volumes, each potentially carrying both positional and 

local intensity information (Schmid, Assassi, & Chênes, 2023). Although particle-based 

SSIMs are computationally lighter and more adaptable to shape variation, their resolution is 

generally lower, and modeling intensity reliably may require sampling strategies such as 

profile extraction or patch-based encoding. Ultimately, the decision among these approaches 

involves a trade-off between anatomical realism, computational cost, and the specific 

requirements of the reconstruction or analysis task. 

In addition, the choice between these strategies depends on the target application: independent 

models may be more interpretable, whereas combined models offer richer representational 
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capacity by encoding the co-variation of anatomical shape and intensity (C. J. F. Reyneke et 

al., 2019). 

Utilizing SSIM into 3D reconstruction process from radiographs help generation of realistic 

Digitally Reconstructed Radiographs (DRRs). DRRs are synthetic 2D projections generated 

from a 3D anatomical model to simulate X-ray images (Oh & Koo, 2024; C. J. F. Reyneke et 

al., 2019). In SSIM-based pipelines, both the shape and intensity of the model contribute to 

DRR generation, facilitating the creation of DRRs that more closely resemble real radiographs. 

This capability is especially important for 2D/3D reconstruction, where these DRRs are used 

to match and optimize alignment with actual patient X-rays. The result is a more robust and 

anatomically plausible estimation of the underlying 3D shape (C. J. F. Reyneke et al., 2019). 

‘Voxel Projector’ is a simulation application developed by EOS Imaging TM, which simulates 

cabin projections (AP and LT images at the same time) from a volume, e.g., a CT-scan (EOS 

imaging, n.d.). In addition, SSIMs enable the creation of anatomically plausible synthetic 

datasets for training and validating machine learning models in low-data scenarios (Schmid et 

al., 2023). 

As with the process of building an SSM, establishing correspondences for the SSIM is the most 

challenging part. Moreover, the accuracy of the segmentation process becomes even more 

critical here, as errors can significantly impact the collection of intensity values. Additionally, 

while incorporating more information improves the model, handling the larger amount of data 

can be time intensive. However, this trade-off results in the creation of more accurate models, 

especially for generating DRRs. 

 

2.2.2.4 Multi-object and Articulated Models 

Modeling anatomical structures comprising multiple interconnected components, such as 

joints, necessitates approaches that capture both individual object variations and their 

interrelationships. Multi-object and articulated models have been developed to address this 

complexity by jointly modeling the shapes and spatial configurations of multiple anatomical 

entities (Balestra, Schumann, Heverhagen, Nolte, & Zheng, 2014; Tchinde Fotsin et al., 2019). 



41 

These models may be based on SSM, SSIM or parametric models. Figure 2.7 shows a coupled 

model of multiple bones in foot. 

 

Figure 2.7 Coupled Shape Model of the foot  
Taken from Brehler et al. (2019) 

 

One foundational approach involves constructing articulated SSMs that incorporate explicit 

joint constraints to model the relative motions between connected bones such as developing an 

articulated SSM for 2D-3D reconstruction of the hip joint from biplanar radiographs, 

integrating rotational parameters to model the ball-and-socket joint behavior (Balestra et al., 

2014) . Similarly, knee joint is presented by an articulated SSM, capturing both statistical shape 

variations and physiological joint movements (Bindernagel et al., 2011; Tchinde Fotsin et al., 

2019). Spine modeling has been performed by modeling each vertebra and connecting them 

through an arithmetic spine model, with a registration process applied to adjacent vertebrae 

(Boisvert, Cheriet, Pennec, Labelle, & Ayache, 2008; Seitel, Rasoulian, Rohling, & 

Abolmaesumi, 2015). Figure 2.8 depicts the knee joint definition using articulated modeling 

(Bindernagel et al., 2011). 
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Figure 2.8 Knee joint modeled by involving the kinematics (rotation) in different states  
Taken from Bindernagel et al. (2011) 

 

In other approached, modeling individual shapes in a hierarchical structure and defining their 

relative positions in a separate model is applied (Cerrolaza, Villanueva, & Cabeza, 2012). The 

global model is created at low resolution, while each object is modeled at high resolution to 

capture shape variations more accurately (Figure 2.9). This approach, known as 

multiresolution analysis, is particularly effective for shapes that exhibit high local variability 

and low global variability (Cerrolaza et al., 2012; Wilms, Handels, & Ehrhardt, 2017). 
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Figure 2.9 Brain MRI shapes in the multi-resolution SSM with all objects modeled at high 
resolution (a) while the resolution decreases for the other level (b) and finally modeling 

pieces at high resolution (c)  
Taken from Cerrolaza et al. (2012) 

 

Another approach involves concatenating the principal components of all bones and analyzing 

them as a unified model (Gollmer, Simon, Bischof, Barkhausen, & Buzug, 2012; Montillo, 

Song, Liu, & Miller, 2013). By concatenating the objects, the relationships between the shapes 

are also encoded within the model (Wilms et al., 2017). In a mesh-based dataset consisting of ܮ objects, with ܰ cases, the multi-object meshes can be represented as shown in Equation 

(2.12). Here, ௜ܸ௅ and ܨ௜௅ denote the vertex and face matrices, respectively, for the ܮth object of 

the ݅th shape in the dataset: 

 

௜ܵ௠௢ = { ௜ܸ௠௢ ,{௜௠௢ܨ, ݅ = 1. .ܰ 

௜ܸ௠௢ = [ ௜ܸଵ; ௜ܸଶ, … , ௜ܸ௅], ݅ = 1. ௜௠௢ܨ ܰ. = ,௜ଶܨ;௜ଵܨ] … ,[௜௅ܨ, ݅ = 1. .ܰ 

(2.12) 
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This representation ensures that each object within a shape is explicitly defined by its 

geometric structure, facilitating further processing in statistical shape modeling and multi-

object analysis. Having ௜ܸ௠௢ , ݅ = 1. .ܰ presented with the same topology, a GPA process 

(Equation (2.3)) can align all shapes. Finally, PCA is applied on the multi-object meshes to 

have the mean shape and variations. Equation (2.13) depicts the multi-object PCA, where ܵ௠௢തതതതത 
represents the mean shape of the multi-object model, and Φ௠௢ is the multi-object eigenvectors 

matrix. Multi-object shape parameters ܾ௞௠௢ ∈ ܴெ follows a normal distribution bounded by ±3ඥߣ௞௠௢ (Balestra et al., 2014; Bindernagel et al., 2011; T. F. Cootes et al., 1995; Tchinde 

Fotsin et al., 2019). 

 

ܵ௠௢തതതതത = 1ܰ ෍ ௜ܵ௠௢ே
௜ୀଵ  

ܵ௠௢(ܾଵ௠௢ ,ܾଶ௠௢ , … , ܾேିଵ௠௢ ) = ܵ௠௢തതതതത + ෍ܾ௞௠௢ .߰௞௠௢ேିଵ
௞ୀଵ  

(2.13) 

 

In multi-object models, it is crucial to define a criterion to ensure that adjacent bones do not 

interfere with each other (Zheng, Guoyan; Yu, 2017). This can be achieved by placing a 

separator between the structures, such as drawing a line between the tibia and fibula (Zheng, 

Guoyan; Yu, 2017) or by using specific points as landmarks (Brehler et al., 2019) as illustrated 

in Figure 2.7. Encoding the relationships within the model also helps prevent the bones from 

interfering with one another. 

Articulated SSMs explicitly encode joint mechanics by incorporating rotational or translational 

degrees of freedom between bones. These models are highly effective for anatomies like the 

hip or knee, where the articulation follows well-defined biomechanical constraints (Balestra et 

al., 2014; Bindernagel et al., 2011; Tchinde Fotsin et al., 2019). However, implementing such 

models requires detailed geometric and arithmetic definitions of the joint, including the 

articulation axis and motion constraints, which may not be available or reliably measurable in 

all anatomical regions.  
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In the context of ankle modeling, a study generated a coupled model of the foot and ankle, 

excluding the tibia and fibula, and focusing solely on the talus (Brehler et al., 2019). They 

utilized manual localization of landmarks to avoid overlap between the bones, but they did not 

model the relationships between the bones. Other researchers have employed planes (e.g., in 

knee joints) or imposed limitations on joint movement based on the joint's geometric structure 

(e.g., in the femur and pelvis). These methods, however, are not applicable to the ankle, as the 

joint's shape sometimes obscures visibility in certain areas, and the bones are tightly connected. 

Consequently, modeling the relationship between the bones is a challenging task. 

Multi-resolution modeling is particularly effective for capturing fine-grained local variability, 

especially in anatomies with large-scale spatial organization, such as the brain or abdomen. 

However, such models are computationally demanding to implement, requiring a layered 

registration pipeline and separate training stages for local and global components (Cerrolaza 

et al., 2018). 

In contrast, concatenation-based coupled models offer a balanced compromise between 

anatomical realism and implementation feasibility. PCA enables the model to learn not only 

the individual variations but also the co-variation patterns across objects. Unlike articulated 

models, this method does not require explicit joint mechanics, and unlike multi-resolution 

models, it simplifies training by using a single statistical process for all objects. It also 

inherently maintains inter-object relationships, reducing the likelihood of bone overlap or 

unrealistic deformations when properly aligned and regularized (Brehler et al., 2019). 

 

2.2.2.5 Parametric Models 

In parametric modeling, anatomic and clinical parameters are considered as information 

(Hosseinian & Arefi, 2015). Instead of using all geometrical points as proposed in SSM, some 

anatomical Descriptive Parameters (DP) from the anatomy of interest are extracted and used 

in the reconstruction process (Hosseinian & Arefi, 2015). Figure 2.10 shows a parametric 

model of femur, represented by its main features: femoral neck shaft angle and three spheres 

fitting the femoral head and the posterior condyles (Chaibi et al., 2012). Other parameters such 

as length of the diaphysis, the trochanters, the femoral neck and the trochlea are also added to 
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the model to complete the simplified parametric model (Chaibi et al., 2012) . The parametric 

models may be used to build statistical shape model. In a recent work, statistical spine model 

is built using a global shape of the spine and local geometrical representation of vertebra using 

simplified parametric model (B. Aubert et al., 2019). Figure 2.11 shows the spine statistical 

model. All parameters are concatenated and statistically processed to have the final model (B. 

Aubert et al., 2019). 

 

 

 

Figure 2.10 A parametric model of femur (B)  
Taken from Chaibi et al. (2012) 
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Figure 2.11 Global statistical spine model and the local simplified parametric vertebrae 
model  

Taken from Aubert et al. (2019) 

 

These methods offer a fast and reliable initialization for the reconstruction process as they 

model the shape with fewer parameters than SSMs (Hosseinian & Arefi, 2015). Various 

geometric primitives, such as points, lines, circles, spheres, and cylinders, are employed to 

represent the bone shapes. Similar to the creation of an SSM, a database of parameters is 

generated from the training data, and the model is then constructed based on this information.  

The parametric models have been used to reconstruct the spine and vertebra (Cresson et al., 

2009; Humbert, De Guise, Aubert, Godbout, & Skalli, 2009), proximal femur (Baudoin, Skalli, 

de Guise, & Mitton, 2008), lower limb (Chaibi et al., 2012). 

The advantages of parametric models include their ability to incorporate prior anatomical 

knowledge through other models such as SSMs, leading to more accurate and robust 

reconstructions. However, parametric models’ applicability becomes limited in anatomical 

regions with complex or ambiguous joint geometry where the structures are not representable 

by primitives such as spheres, cylinders, etc. 

 

2.2.3 Model-based 2D/3D Reconstruction 

With prior 3D information about the structure of interest encoded into models, the model can 

be deformed such that its characteristics align with those observed in 2D radiographs (P. 

Markelj, Tomaževič, Likar, & Pernuš, 2012). The model-based reconstruction framework 
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offers a principled way to constrain the ill-posed nature of 2D-to-3D reconstruction by ensuring 

anatomical plausibility through the learned shape priors. This is applied through estimation of 

the model and pose parameters such that its projections best match the 2D images (Dworzak 

et al., 2010). This process yields a 3D representation consistent with the information contained 

in the radiographs. Two key aspects of this process are the type of information extracted from 

the model and radiographs for establishing correspondence, and the method employed to 

perform the matching between them (P. Markelj et al., 2012). Another important factor is the 

degree of freedom of the geometric transformation, which can be either rigid or non-rigid. 

Rigid registration involves three translation and three rotation parameters, and it is defined as 

a transformation where no spatial distortions are introduced (Bakic et al., 2006; Xin Chen et 

al., 2007; Guoyan, 2007; Knaan & Joskowicz, 2003; Livyatan, Yaniv, & Joskowicz, 2007 

2003; Weese et al., 1997; Zöllei, Grimson, Norbash, & Wells, 2001). In contrast, non-rigid 

transformations occur when structures undergo deformation during the transformation process. 

Developing personalized models of bones is inherently a non-rigid registration task, as bone 

structures vary among different patients (Candemir et al., 2014; Cresson, Branchaud, Chav, 

Godbout, & de Guise, 2010; Zheng, 2011). In the context of model deformation for 3D 

reconstruction, achieving accurate patient-specific models typically requires non-rigid 

registration. However, many studies have relied on rigid transformations due to the increased 

complexity and computational demands associated with non-rigid methods (P. Markelj et al., 

2012). 

In following sections, first we explain different methods that employ the matching process and 

then, explore different information extracted from the images and the models such as points, 

contours, etc.   

 

2.2.3.1 Reconstruction methods 

The 2D/3D registration process aims to align a 3D model and one or more 2D images, into a 

common coordinate frame (P. Markelj et al., 2012). Figure 2.12 depicts a geometrical setup of 

2D/3D registration process, which elaborates finding transformations ௝ܶ for all ݆ images that 

brings the 3D model ܺ ஺ଷ஽ in the coordinate system ܵ ௪, to its projection in 2D, ܺ ஻(௝)ଶ஽  and ܺ ஻(௝ାଵ)ଶ஽ , 
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which are presented in coordinate systems ௝ܵ and ௝ܵାଵ, respectively. It is conventional that ௝ܵ 
and ௝ܵାଵ are orthogonal planes. 

 

Figure 2.12 Registration of a 3D image into two 2D images  
Taken and Modified from Markelj et al. (2012) 

 

The alignment process can be performed using two main strategies: either by projecting the 

3D data into a 2D coordinate space and conducting registration in 2D or by backprojecting the 

2D data into 3D space, allowing registration to take place between two 3D structures. Figure 

2.13 and Figure 2.14 illustrate both approaches for registering a pre-interventional 3D image ܣ(ݔ஺ଷ஽) with ܰ 2D intra-interventional images ܤ௜(ݔ஻೔ଶ஽), where ݅ = 1. .ܰ. Equation (2.16) 

depicts finding the optimal transformation. 

 

ܶ̇ = ௝ଶ஽ܨܥ෍்ݔܽ݉݃ݎܽ = )ଶ஽ܨܥ෍்ݔܽ݉݃ݎܽ ௝ܲ൫்ܣ(ݔ஺ଷ஽)൯,ܤ௝ ቀݔ஻ೕଶ஽ቁ)ே
௝ୀଵ

ே
௝ୀଵ  (2.14) 

 

In the 2D-based registration approach (Figure 2.13), the goal is to determine a transformation ܶ that aligns the 2D projections of the transformed 3D image ்ܣ(ݔ஺ଷ஽), denoted as 

௜ܲ൫்ܣ(ݔ஺ଷ஽)൯ with the 2D images ܤ௜(ݔ஻೔ଶ஽) based on a set of 2D criterion functions ܨܥ௜ଶ஽ for ݅ = 1. .ܰ. Alternatively, in the 3D-based registration approach (Figure 2.14), the intra-
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interventional 2D images ܤ௜(ݔ஻೔ଶ஽) are back-projected into 3D space, forming ߚ௜(ܤ௜(ݔ஻೔ଶ஽)). The 

registration is then performed in 3D, ensuring that the transformed version of the pre-

interventional image ்ܣ(ݔ஺ଷ஽) aligns with all back-projected images using 3D criterion 

functions ܨܥ௜ଷ஽. Equation (2.17) depicts finding the optimal transformation. Additionally, 

Figure 2.15 provides a visual representation of both the projection and back-projection 

processes. 

 

ܶ̇ = ௝ଷ஽ܨܥ෍்ݔܽ݉݃ݎܽ = ௝ܤ)Β௝,(஺ଷ஽ݔ)்ܣ)ଷ஽ܨܥ෍்ݔܽ݉݃ݎܽ ቀݔ஻ೕଶ஽ቁ))ே
௝ୀଵ

ே
௝ୀଵ  (2.15) 

 

 

Figure 2.13 2D/3D registration process based on projection strategy  
Taken from Markelj et al. (2012) 
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Figure 2.14 2D/3D registration process based on back-projection strategy  
Taken from Markelj et al. (2012) 

 

 
Figure 2.15 Projection and back-projection of a vertebra for registration process  

Taken from P. Markelj et al. (2012) 
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The 2D/3D reconstruction methods are traditionally relied on registration techniques that 

iteratively deform and align the 3D model to one or multiple images in 2D (P. Markelj et al., 

2012). These registration-based methods solve an optimization problem to find the best spatial 

and shape parameters of the 3D model, such as a Statistical Shape Model, to minimize the 

discrepancy between the model’s and the actual X-ray images (Chaibi et al., 2012; J. Chen et 

al., 2025; Heimann & Meinzer, 2009). Alternatively, the parameters of the transformation ܶ 

can be calculated which align the model to the radiographs. These parameters can either be 

computed directly or explored within a predefined search space, with the objective of 

minimizing the distance between image features, such as edges and contours, by optimizing an 

energy function (P. Markelj et al., 2012). These optimization searches can be conducted 

globally or locally to identify the optimal solution. 

Several optimization techniques are commonly used for image registration. Gradient descent 

or ascent is used to optimize the cost function (Aouadi & Sarry, 2008; Bakic et al., 2006; 

Primož Markelj, Tomaževič, Pernuš, & Likar, 2008; Mertzanidou, Hipwell, Tanner, & 

Hawkes, 2010; Weese et al., 1997; Zöllei et al., 2001). These methods are simple to implement 

and effective for smooth and convex cost functions, but they com with the cost of possibility 

of being trapped in the local minima (Qiu, Hammernik, Qin, Chen, & Rueckert, 2021). In 

addition, their performance degrades with noisy data or poor initialization (Mertzanidou et al., 

2014). Iterative downhill simplex algorithms (Knaan & Joskowicz, 2003; Livyatan et al., 2003) 

does not require gradient information which makes the implementation feasible in some cases 

that the gradient information may not be feasible to be calculated. On the other hand, they 

might not be efficient for high dimensional problems and may converge to non-optimal point. 

Levenberg-Best-neighbor search optimization (X. Chen et al., 2007; X. Chen, Varley, Shark, 

Shentall, & Kirby, 2008) may be trapped in local minima. The deformation algorithms thin-

plate splines (TPS) (Harmouche, Cheriet, Labelle, & Dansereau, 2010), iterative closest point 

(ICP) (Cresson et al., 2009; Pan et al., 2023), moving least squares deformation (Cresson et 

al., 2010), and Free-Form Deformation (FFD) algorithms (Fang, Wang, Chen, Jian, & He, 

2016) which are based on optimization strategy are very dependant on the initialization and 

may be stuck in local minima with poor initialization. Evolutionary algorithms are also used 

to search the best model parameters such as Gradient Descent Evolution optimization 



53 

(Lamecker et al., 2006) and Genetic Algorithm (Mahfouz et al., 2006; Tchinde Fotsin et al., 

2019). 

A common characteristic among the optimization-based approaches is that it is a critical 

prerequisite to determine an optimal initial model state which could lead the search to the 

global optimal point (P. Markelj et al., 2012). A poor initialization may mislead the 

optimization process, resulting in suboptimal reconstruction outcomes. In addition, iterative 

optimization could be time consuming for some cost functions (Goswami & Kr., 2015; P. 

Markelj et al., 2012).  

In recent years, deep learning has enabled registration-free approaches for 2D/3D 

reconstruction, where a 3D shape or image is directly inferred from one or more 2D 

radiographs without the need for iterative alignment or optimization. These methods represent 

a shift from traditional model-to-image registration toward end-to-end learning-based 

frameworks that reconstruct 3D anatomy with high speed and minimal user intervention. The 

methods may range from receiving two radiograph and reconstruct the 3D CT-like volume 

image (Balakrishnan, Zhao, Sabuncu, Guttag, & Dalca, 2018; Y. Chen et al., 2024; Fuentes-

Jimenez, Casillas-Perez, Pizarro, Collins, & Bartoli, 2018; Kasten et al., 2020; Jian Wang & 

Zhang, 2020; Zhao, Lau, Luo, Chang, & Xu, 2019, Arn Roth et al., 2024). Figure 2.16 shows 

the general scheme of these methods. 

 

Figure 2.16 The general scheme of the registration-free reconstruction from biplanar 
radiographs  

Taken from Kasten et al. (2020) 
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These methods leverage deep learning architectures, such as Convolutional Neural Networks 

(CNNs), to directly estimate the 3D shape or its underlying parameters from 2D radiographs 

without iterative alignment (Bayat et al., 2020). These approaches could learn a 

correspondence between 2D inputs and 3D structures (Arn Roth et al., 2024; Kasten et al., 

2020), enabling real-time reconstruction without explicit registration or finding the pose, 

shape, or both parameters from the radiographs, using regressor models (Bayat et al., 2020; 

Hashemibakhtiar et al., 2024; D. X. Huang et al., 2022; Liu et al., 2025; Miao et al., 2016; 

WEI, Haishan, Alpers, Rak, & Hansen, 2021). The transformation parameters are revealed via 

receiving 2D images and through regression process. In other work dense deformation field is 

revealed with a deep regressor architecture to deform an atlas image to apply the reconstruction 

(van Houtte, Gao, Sijbers, & Zheng, 2021). Such direct regression or translation approaches 

bypass the need for handcrafted alignment objectives, making them particularly attractive for 

anatomies with complex geometry or low-contrast image conditions. 

Hybrid methods also emerged to combine the traditional iterative optimization with deep 

learning approaches for guiding the reconstruction process, such as automatically localizing 

landmarks required for deformation on the radiographs (B. Aubert et al., 2019).  

These registration-free methods offer several advantages. They are highly efficient and suitable 

for real-time applications, particularly in clinical workflows where computation time is a 

limiting factor (B. Aubert et al., 2019; Miao et al., 2016). They also demonstrate robustness to 

noise and variability in image acquisition, and in some cases, outperform classical registration 

pipelines in terms of reconstruction fidelity (Bayat et al., 2020). 

However, these approaches are not without limitations. They typically require large, annotated 

datasets for training, which may not always be available for specific anatomies or pathologies 

(Fuentes-Jimenez et al., 2018; Mescheder, Oechsle, Niemeyer, Nowozin, & Geiger, 2018). 

Obtaining high-quality paired 2D-3D training data is difficult due to patient privacy concerns 

and limitations in imaging techniques. Some studies address this by generating synthetic data, 

but such data may not generalize well to real-world scenarios (R. J. Chen, Lu, Chen, 

Williamson, & Mahmood, 2021). Furthermore, models trained on a specific dataset may 

struggle to adapt to new imaging conditions or scanner types (Ghafoorian et al., 2017). Domain 

adaptation and transfer learning techniques are often required to improve generalization and 
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robustness (Guan & Liu, 2022). Additionally, high-resolution 3D volumes demand substantial 

memory and computational resources. To address this, strategies like network pruning, 

quantization, and multi-scale learning can be employed to optimize efficiency. Lastly, 

traditional registration techniques yield interpretable optimization results, whereas deep 

learning models often function as "black boxes". 

In deep learning-based 2D/3D reconstruction, tuning of training parameters is crucial for model 

performance and generalization. Key considerations include dropout rate, learning rate, batch 

size, early stopping, hyperparameter optimization, output normalization, and data 

augmentation strategies. 

- Optimization Algorithms: Training deep neural networks requires the use of efficient 

optimization algorithms to minimize loss functions in high-dimensional, often non-

convex parameter spaces. Among the most widely used methods are Stochastic 

Gradient Descent (SGD) (Duchi, Hazan, & Singer, 2011), Adagrad (Duchi et al., 2011), 

and Adaptive Moment Estimation (Adam) (Kingma & Ba, 2014). Each of these 

methods has its pros and cons which are detailed in the literature (Liashchynskyi & 

Liashchynskyi, 2019). 

- Dropout Rate: Dropout is a regularization technique that mitigates overfitting by 

randomly deactivating neurons during training. Optimizing the dropout rate is 

essential; excessively high rates can lead to underfitting, while very low rates may not 

sufficiently prevent overfitting. Studies have demonstrated that appropriate dropout 

rates enhance generalization in medical image processing tasks (Phukpattaranont & 

Rojchanaumpawan, 2025). 

- Learning Rate: The learning rate determines the step size during weight updates, and 

the batch size defines the number of samples processed before updating the model. A 

high learning rate can cause the model to converge too quickly to a suboptimal solution, 

while a low rate may result in a long training process. Learning rate decay is a widely 

adopted strategy in training deep neural networks to improve convergence and model 

generalization. It involves gradually reducing the learning rate over time during 

training, allowing the optimizer to take large steps initially for rapid learning, and 

smaller steps later for fine-tuning around local minima. Among various decay 
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strategies, step decay, where the learning rate is reduced by a fixed factor after a 

predefined number of epochs (e.g., halved every 10 epochs), is commonly used due to 

its simplicity and effectiveness. Other approaches include exponential decay, 

polynomial decay, and adaptive methods, where the learning rate adjusts based on 

validation performance. Decaying the learning rate helps prevent overshooting and can 

lead to better convergence, especially in non-convex optimization problems typical in 

deep learning. 

- Early Stopping: Early stopping is a strategy to prevent overfitting by halting training 

when the model's performance on a validation set stopped improving. This technique 

ensures that the model maintains optimal generalization capabilities. 

- Batch size: It refers to the number of training samples processed simultaneously before 

the model's parameters are updated. It determines how many samples are used to 

estimate the gradient of the loss function during each iteration. A smaller batch size 

(e.g., 1 to 32) leads to more frequent updates with higher variance in the gradient 

estimates, which can help the model escape local minima but may result in noisier 

convergence. In contrast, a larger batch size (e.g., 128 or more) provides more stable 

and accurate gradient estimates but requires more memory and may lead to slower 

generalization or convergence to sharper minima. The choice of batch size is a trade-

off between computational efficiency, training stability, and generalization 

performance. 

- Hyperparameter Optimization: Selecting optimal hyperparameters is vital for model 

performance. Grid search (Liashchynskyi & Liashchynskyi, 2019) is a systematic 

method that exhaustively searches through a specified subset of hyperparameters. 

While computationally intensive, it can identify effective hyperparameter 

combinations that enhance model accuracy. 

- Output Normalization in Regression Networks: Normalizing output values in 

regression tasks ensures that the model's predictions are on a comparable scale, 

facilitating more stable and efficient learning (Khakhar & Buckman, 2022). 

Normalization techniques, such as min-max scaling or z-score normalization, are 
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commonly employed to achieve this. Each parameter is scaled within its scope 

individually. 

- Data Augmentation: Data augmentation enhances model robustness by increasing the 

diversity of the training dataset. It can be simply done by rotation, horizontal and 

vertical flips, resizing, and translation (Kumar, Asiamah, Jolaoso, & Esiowu, 2025). 

Recent advancements have introduced adversarial data augmentation techniques to 

produce challenging training samples, further enhancing model performance. 

In addition to hyperparameter selection, the architecture of the neural network plays a critical 

role in performance. Two of the most commonly used Convolutional Neural Network (CNN) 

architectures for regression tasks are ResNet-50 (He, Zhang, Ren, & Sun, 2015) and VGG-16 

(Simonyan & Zisserman, 2014). Although originally developed for classification, these 

architectures can be adapted for regression by modifying the output layers and activation 

functions (Lathuilière, Mesejo, Alameda-Pineda, & Horaud, 2018). They have been 

successfully applied to tasks such as anatomical landmark localization (Mehra, R, Anbarasi L, 

Ravi, & Al Mazroa, 2024), pose parameter estimation (Kendall, Grimes, & Cipolla, 2015), and 

alignment assessment (Tack, Preim, & Zachow, 2021). 

When dealing with multi-channel input such as biplanar radiographs, one strategy involves 

processing the AP and LT images through separate channels and subsequently concatenating 

their features at the dense layer level (Benjamin Aubert, Vazquez, Cresson, Parent, & De 

Guise, 2016). Alternatively, concatenating the images at the input level and processing them 

through shared convolutional layers allows the network to learn common representations, 

which can exploit mutual anatomical information present in both views. 

 

2.2.3.2 Information used in the model-based Reconstruction process 

The information that is used in the registration process may be features, intensity, or gradient 

information (P. Markelj et al., 2012). These features are extracted directly from the image, 

such as points and contours, pixel intensities, edges information, or a combination of all these 

factors (Hosseinian & Arefi, 2015). While points represent the simplest features used in 

registration, as seen in methods like Iterative Closest Point (ICP) (Bakic et al., 2006; Candemir 
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et al., 2014; Fang et al., 2016; Kadoury et al., 2009), contours provide richer information 

(Arnold et al., 2001; X. Chen et al., 2007, 2008), which can be used to minimize silhouette 

distances in both 2D and 3D. On the other hand, intensity-based approaches utilize pixel values 

and methods such as Maximum Intensity Projection to generate Digitally Reconstructed 

Radiographs (DRR) (Aouadi & Sarry, 2008; Guoyan, 2007; Knaan & Joskowicz, 2003; 

Mertzanidou et al., 2010; Shalaby, Farag, Ross, & Hockenbury, 2012; Weese et al., 1997; 

Zheng, 2008). However, the computational complexity of generating DRR for every iteration 

in the registration process is a notable limitation of these methods. Gradient-based methods 

also use processed intensity information (Primož Markelj et al., 2008; Tomazevic et al., 2002). 

The following information is used in the reconstruction process: 

- Stereo Corresponding Points and Non-Stereo Corresponding Points: In Stereo 

Corresponding Points (SCP), points, the low-level primitives, are identified and 

matched across multiple images during the registration process (Hosseinian & Arefi, 

2015). In this approach, an expert identifies at least 6 corresponding points across two 

or more X-ray images (Hosseinian & Arefi, 2015). These points can then be 

backprojected into 3D and used in the reconstruction process. A drawback for methods 

based on points is not being suitable for reconstructing bony structures with continuous 

shapes due to the absence of distinct anatomical landmark (Hosseinian & Arefi, 2015). 

Figure 2.17 shows SCP on a vertebra. Non-Stereo Corresponding Points (NSCP) 

improve the Challenges in SCP methods (Hosseinian & Arefi, 2015). These points can 

be identified on one of the images only which helps the reconstruction process where 

the corresponding points are not visible or identifiable in all images. NSCP is defined 

as a point located along the line connecting the X-ray source to the projection of the 

point in a single view (Hosseinian & Arefi, 2015). method enables 3D reconstruction 

by incorporating additional landmarks, thereby increasing the accuracy of the process 

(Mitton et al., 2000; Mitulescu, Semaan, De Guise, Leborgne, & Adamsbaum, 2001; 

Mitulescu, Skalli, Mitton, & De Guise, 2002). Figure 2.18 shows NSCPs on AP and 

LT views of a vertebra. 
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Figure 2.17 SCPs shown on AP and LT views of a vertebra  
Taken from Hosseinian & Arefi (2015) 

 

Figure 2.18 NSCPs shown on AP and LT views of a vertebra  
Taken from (Hosseinian & Arefi, 2015) 

 

- Contours: As mentioned, point-based methods are unsuitable for bony structures with 

continuous shapes, such as the knee joint, due to the absence of specific landmarks 

(Laporte et al., 2003). Contour-based methods were subsequently introduced to 

enhance the 3D reconstruction process from stereo radiographs using Non-Stereo 

Corresponding Contours (NSCC) (Laporte et al., 2003). These NSCC are identified on 

2D radiographs and matched to the silhouette of the model projection through an 

iterative optimization process (Baka et al., 2011). This process results in higher 

accuracy in comparison to point-based methods (Laporte et al., 2003). Figure 2.19 

shows examples of NSCC on femur and pelvis. Different deformable models are 

integrated with NSCC (Dong et al., 2007; Dong & Zheng, 2009; Fleute & Lavallée, 

1999; Galibarov et al., 2010; Laporte et al., 2003; Wei, Wang, & Chen, 2009; Zheng, 

2006; Zheng et al., 2009; Zheng & Nolte, 2006). In some works, NSCC is combined 

with point-based features to increase the reconstruction accuracy (Akkoul, Hafiane, 

Lespessailles, & Jennane, 2013; Mitton et al., 2006). 
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Figure 2.19 Anatomical contours on (A) distal femur and (B) pelvis  
Taken from Laporte et al. (2003) and Mitton et al. (2006) 

 

In contour-based methods, higher-level geometric primitives are utilized compared to 

point-based methods, thereby avoiding the challenge of finding corresponding points. 

While contour-based methods offer acceptable accuracy, they still require a significant 

amount of time for 3D reconstruction, e.g., 15 to 35 minutes for lower limb (Hosseinian 

& Arefi, 2015). Additionally, contours may introduce errors when segmentation or 

edge extraction is not performed accurately (Hosseinian & Arefi, 2015). 

- Intensity: Intensity-based 2D/3D registration methods rely on directly comparing the 

pixel intensities of a 3D anatomical model’s synthetic projections, known as Digitally 

Reconstructed Radiographs (DRRs), to those of the acquired 2D X-ray images (Zheng, 

Guoyan; Yu, 2017). DRRs are generated by simulating X-ray attenuation through the 

volumetric model. rays are cast from a virtual source through the CT volume or mesh-

based representation, and line integrals of intensity (e.g., Hounsfield units) are 

computed to form a projection image that mimics actual radiographs (Levine & Levine, 

2020; C. J. F. Reyneke et al., 2019). Once DRRs are produced at a given pose, an 

optimization algorithm deforms or reorients the 3D model to minimize a similarity 

metric between the DRR and the real X-ray. Common intensity-based metrics include 

normalized cross-correlation, mutual information, and gradient correlation, which 

measure the degree of alignment in image intensities or their gradients (Heimann & 

Meinzer, 2009; P. Markelj et al., 2012). By iteratively adjusting the model’s shape and 

pose to maximize such similarity, the reconstruction process converges on a 3D 
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configuration whose projections best match the observed radiographs, ensuring an 

anatomically plausible fit grounded in the actual image data. 

Although, DRRs are used extensively in the model-based 2D/3D reconstruction 

process, the generated DRRs are different in characteristics than a real radiograph (B. 

Aubert, Cresson, De Guise, & Vazquez, 2023). Thus, Image translation methods are 

presented to make these images as similar as possible (B. Aubert et al., 2023). Other 

works are done to alter the radiographs to have the desired image content, such as 

removing bony structures from lung X-ray (Kalisz & Marczyk, 2021) using an 

autoencoder which can be used to alter pixel intensities. 

 

Figure 2.20 Generation of DRR using ray-casting  
Taken from C. J. F. Reyneke et al. (2019) 
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Figure 2.21 Biplanar X-rays from the spine vs. the DRR generated from 3D model  
Taken from Aubert et al. (2023) 

 

2.2.4 Level of automation 

The reconstruction approaches can be fully automated, semi-automated, or manually executed 

(Unberath et al., 2021). Manual reconstruction methods typically require specialists to 

manually place dozens, or even hundreds of anatomical landmarks or to trace the full bone 

contours on each radiograph which a is labor-intensive and time-consuming process (Subburaj, 

Ravi, & Agarwal, 2009). For instance, techniques that rely on identifying anatomical 

landmarks typically require 2 to 4 hours to process the entire spine, which limits their 

practicality for routine clinical use (Pomero, Mitton, Laporte, De Guise, & Skalli, 2004b). 

Semi-automated approaches significantly reduce this workload. These methods usually rely on 

a small number of user-defined reference points, such as the centre of superior and inferior 

endplates of vertebrae (Moura et al., 2011) or center of the femoral head (Chaibi et al., 2012). 

Once these points are provided, the reconstruction can be done much quicker than manual 
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process, e.g., 1.5 minutes for vertebrae (Moura et al., 2009) by refining a SSM through 

intensity-based or contour-based registration. 

Finally, fully automated approaches methods go even further by removing the need for user 

input altogether. These approached can directly estimate the 3D bone image (Kasten et al., 

2020), or the parameters of a predefined shape model (Nguyen et al., 2023) from one or more 

input radiographs. The resulting reconstructions are typically generated in under a second, 

while maintaining consistent accuracy (Kasten et al., 2020). 

Given the time-consuming nature of manual techniques and their strong dependence on the 

operator’s expertise, recent research and commercial efforts are increasingly shifting toward 

semi- and fully automated methods to improve efficiency, reliability, and clinical usability.  

 

2.3 Calculation of clinical parameters on the reconstructed 3D model 

After 3D reconstruction (whether statistical shape model–based, intensity-based, or learning-

based), most studies follow a geometric analysis workflow to calculate clinical parameters like 

lengths, angles, and distances. Different approaches are applied to retrieve the clinical 

measurements: 

- Automatic calculation: In this approach, the parameters are mentioned in the parametric 

model (B. Aubert et al., 2019; Boutillon, Salhi, Burdin, & Borotikar, 2022) or the 

parameters are calculated automatically on the reconstructed model based on 

geometrical definitions (Cerveri et al., 2010; Chaibi et al., 2012; Liu et al., 2025). 

- Manual calculation: In this approach after the reconstruction, manual annotations are 

used to define landmarks and calculate clinical parameters 

- Transfer landmarks in Statistical Shape Model deformation: As each point on the shape 

is assumed to correspond to the same anatomical location on each training example (T. 

F. Cootes et al., 1995), the model captures the main modes of variation of the object 

(Timothy F. Cootes, 1977) and as the deformation to the shape is also applied according 

to the learned modes of variation, the selected landmark on the mean shape of the model 

represents the same anatomical landmark after deformation is applied on the shape. 
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This can be used to assign landmarks on the mean shape and automatically calculate 

clinical measurements using the same assigned landmarks. 

 

2.4 Validation Methods and Metrics 

In the domain of 2D/3D reconstruction from biplanar images, rigorous validation metrics and 

methods are essential to assess the accuracy and reliability of the reconstructed models. These 

evaluations encompass various aspects, including the quality of the Statistical Shape Model 

used for the reconstruction, the performance of learning-based registration networks, the 

accuracy of geometric reconstructions, and the accuracy of the calculated clinical 

measurements. In following sections, we explored the appropriate metrics and methods. 

 

2.4.1 Statistical Shape Model 

To assess the Statistical Shape Model (SSM), four key metrics are introduced, which can also 

be used to indirectly evaluate the quality of the correspondences across the dataset (M. A. 

Styner et al., 2003): 

- Compactness: Compactness measures how efficiently the statistical shape model 

(SSM) captures shape variations using the least number of parameters. A more compact 

model retains the most significant shape variations while minimizing redundancy, 

making it more efficient for practical application (Audenaert et al., 2019; Goparaju et 

al., 2021). Equation (2.16) calculates the compactness of model using ܯ Modes of 

Variation (MoV) where the ߣ௠ is the ݉-th eigenvalue of the model. The higher 

compactness values, one need lesser variable to reconstruct the shapes, considering the 

population variance.  

(ܯ)ݏݏ݁݊ݐܿܽ݌݉݋ܥ = ߣ∑1 ෍ ௠ெߣ
௠ୀଵ  (2.16) 

- Generalization: Generalization assesses the model's capability to accurately represent 

unseen shapes that were not part of the training set. A well-generalized SSM should 

reconstruct new instances with minimal error, demonstrating its robustness in adapting 
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to novel anatomical variations (Audenaert et al., 2019; Goparaju et al., 2021). The 

metric is the average reconstruction error over all the performed ܭ tests, which may be 

calculated using Equation (2.17). ܵ௜௥௠ is the excluded shape and ௜ܵ௥௠ᇲ(ܯ) is the 

reconstructed shape using ܯ MoV. A smaller error in the model's generalization ability 

indicates a more robust and well-constructed shape model. 

(ܯ)݊݋݅ݐܽݖ݈݅ܽݎ݁݊݁ܩ = ෍ฮܭ1 ௜ܵ௥௠ − ௜ܵ௥௠ᇲ(ܯ)ฮଶ௄
௜ୀଵ  (2.17) 

- Specificity: Specificity quantifies how realistic the shapes generated by the model are, 

ensuring they resemble actual anatomical structures. It is evaluated by synthesizing 

new shapes from the model and comparing them to real examples; a low specificity 

error indicates that the generated shapes remain within the natural anatomical variations 

(Audenaert et al., 2019; Goparaju et al., 2021). The approximation error is defined as 

the distance between a generated shape instance ௜ܵ௥௠(ܯ) and its closest matching 

sample in the training dataset, denoted as ܵ ௜௥௠ᇲ
. The specificity metric is then calculated 

as the average approximation error across all ܰ generated shape instances as shown in 

Equation (2.18) 

(ܯ)ݕݐ݂݅ܿ݅݅ܿ݁݌ܵ = 1ܰ ෍ฮ ௜ܵ௥௠(ܯ) − ௜ܵ௥௠ᇲฮଶே
௜ୀଵ  (2.18) 

- Accuracy: Accuracy measures how well the statistical shape model reconstructs shapes 

from its training data. It is often evaluated by comparing reconstructed shapes to their 

original counterparts and computing the deviation between them. High accuracy 

indicates that the model effectively captures shape details without significant loss of 

fidelity (Audenaert et al., 2019; A. Patil, Kulkarni, Xie, Bull, & Jones, 2023). Equation 

(2.19) is used to calculate model’s accuracy. 

(ܯ)ݕܿܽݎݑܿܿܣ = 1ܰ ෍ฮ ௜ܵ௥௠ᇲ(ܯ) − ௜ܵ௥௠ฮଶே
௜ୀଵ  

 

(2.19) 

Validation of the SSIM has been explored in a few articles in the literature (C. J. F. Reyneke 

et al., 2019). 
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2.4.2 Reconstruction  

Validating the performance of 2D/3D registration techniques is critical to ensure the accuracy, 

robustness, and clinical applicability of the methods. For assessing the 3D geometric 

reconstruction accuracy in comparison to the ground truth 3D model, we may use Point-to-

Point or Point-to-Surface metrics. 

Point-to-Point error (P2P) error measures the Euclidean distance between corresponding points 

on the reconstructed model ܲ and the ground truth ܳ which are represented by vertices, ݌௜ and ݍ௜ where ݅ = 1. .ܰ.  This metric is useful when there is a known correspondence between 

vertices on both models. Equation (2.20) represents this error. 

 

ܲ2ܲ(ܲ,ܳ) = 1ܰ ෍‖݌௜ − ௜‖ଶேݍ
௜ୀଵ  

 

(2.20) 

As the model ܳ is also representing some error from the surface ܵ which it is made from, the 

gold standard metric for the reconstruction process is Point-to-Surface (P2S) error which 

measures the error between the reconstruction model ܲ and the surface ܵ which could be 

achieved from segmentation mask of the organ of interest (Besl & McKay, 1992). Considering ܵ as a very dense mesh with ܯ vertices where ܰ ≪  the P2S error can be calculated using ,ܯ

Equation (2.21) 

 

ܲ2ܵ(ܲ, ܵ) = 1ܰ ෍݉݅݊௦∈ௌ‖݌௜ − ଶே‖ݏ
௜ୀଵ  

 

(2.21) 

In the context of regression while optimizing the model parameters we may use the Mean 

Squared Error (MSE) or Mean Absolute Error (MAE) between the output of the regressor ܻ 

and the ground truth ෠ܻ  where they have ܰ parameters. MAE is presented in Equation (2.22). 

In addition, the Hausdorff distance quantifies the greatest point-to-point distance between two 
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sets of points (e.g., the reconstructed 3D surface and the CT scan surface). A lower Hausdorff 

distance indicates a better match between the two surfaces (Taha & Hanbury, 2015). 

 

,൫ܻܧܣܯ ෠ܻ൯ = 1ܰ ෍|ݕ௜−ݕො௜|ே
௜ୀଵ  

 

(2.22) 

In the context of image translation and image reconstruction, we may use the Peak Signal-to-

Noise Ratio (PSNR) to assess the quality of the output of the translation process and the ground 

truth. Considering ܻ as the output image of the method, ෠ܻ  the desired output, and ܫ the 

maximum intensity value in the image, the Mean Squared Error (MSE) and the PSNR may be 

calculated using Equations (2.23) and (2.24). 

  

,൫ܻܧܵܯ ෠ܻ൯ = 1ܰ ෍(ݕ௜−ݕො௜)ଶே
௜ୀଵ  

 

(2.23) 

ܴܲܵܰ൫ܻ, ෠ܻ൯ = 10 × logଵ଴ ቆ ,൫ܻܧܵܯூଶܺܣܯ ෠ܻ൯ቇ 
 

(2.24) 

The Structural Similarity Index (SSiM) is a perceptual metric that quantifies image quality 

degradation caused in image reconstruction (Z. Wang, Bovik, Sheikh, & Simoncelli, 2004). 

Unlike simpler metrics as MSE or PSNR, SSiM evaluates perceived visual quality by 

incorporating luminance, contrast, and structural information. Given two images ݔ and ݕ, 

SSiM may be calculated using Equation (2.25) where ߤ௫ and ߤ௬ are means of ݔ and ߪ ,ݕ௫ and ߪ௬ are the variance of the images, ߪ௫௬ is the covariance between the two images, and ܥଵ and ܥଶ are stabilizing constants which are calculated by Equation (2.26) where ܮ is the dynamic 

range of the pixel values, ܭଵ ≈ 0.01 and ܭଶ ≈ 0.03. 

(ݕ,ݔ)ܯ݅ܵܵ  = ௬ߤ௫ߤ2) + ௫௬ߪଵ)(2ܥ + ௫ଶߤ)(ଶܥ + ௬ଶߤ + ௫ଶߪ)(ଵܥ + ௬ଶߪ +  ଶ) (2.25)ܥ
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ଵܥ  = ଶܥ,ଶ(ܮଵܭ) =  ଶ(ܮଶܭ)

 
(2.26) 

 

2.4.3 Clinical Measurement 

Validating clinical measurements derived from 2D/3D reconstruction models is crucial to 

ensure their reliability and applicability in clinical settings. The calculated measurements are 

compared against the ground truth which are measured by one or more experts. If more than 

one expert has participated in the experiment, the mean of their observations is used as the 

reference (Benjamin Aubert, Vazquez, Cresson, Parent, & De Guise, 2016). 

The mean bias error (MBE) between observations of a specific parameter ܱ ௜ and their reference 

values ܴ௜ in a dataset of ܰ reconstructed shapes where ݅ = 1. .ܰ can be calculated as in 

Equation (2.27).  

 

ܧܤܯ = 1ܰ ෍(ܱ௜ − ܴ௜)ே
௜ୀଵ  

 

(2.27) 

The standard deviation of the error also may be calculated using Equation (2.28) where ݁௜ =ܱ௜ − ܴ௜ and ݁̅ is the mean of errors ݁௜. 
 

ܧܦܵ = ඩ 1ܰ − 1෍(݁௜ − ݁̅)ଶே
௜ୀଵ  

 

(2.28) 

In addition, Bland-Altman plots are widely used in medical imaging research to assess the 

agreement between two measurement techniques (Martin Bland & Altman, 1986). These plots 

are typically employed to compare the clinical measurements (e.g., bone lengths, joint angles, 

distances between landmarks) obtained from the reconstructed 3D models against a reference 
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standard, often measurements extracted directly from CT scans or manually annotated ground-

truth data. 

The Bland-Altman analysis visualizes the difference between the two methods (y-axis) against 

their mean (x-axis) for each measurement. This allows researchers to observe any systematic 

bias and to assess the limits of agreement, typically defined as the mean difference ±1.96 times 

the standard deviation of the differences. A narrow range within these limits, centered around 

zero, indicates strong agreement and supports the clinical reliability of the reconstruction 

pipeline. 

Considering measurement sets ܯଵ and ܯଶ with size of ݊  from two different methods, following 

are the formula for plotting the Bland-Altman. Equations (2.29) depicts mean of the 

measurements, difference of the measurements, mean difference (Bias) and Standard 

Deviation of differences, respectively. The upper and lower Limits of Agreements (LoA) are 

defined as ݀̅ + 1.96 × ̅݀ ௗ andܦܵ − 1.96 × -ௗ. Figure 2.22 shows an example of Blandܦܵ

Altman plot for Cobb angle calculation agreement between the proposed method and the 

reference (B. Aubert et al., 2019). 

௜݊ܽ݁ܯ  = ଵ௜ܯ + ଶ௜2ܯ ݂݅ܦ  ௜݂ = ଵ௜ܯ ̅݀ ଶ௜ܯ− = 1݊෍(ܯଵ௜ − ଶ௜)௡ܯ
௜ୀଵ  

ௗܦܵ = ඩ 1݊ − 1෍((ܯଵ௜ − (ଶ௜ܯ − ݀̅)ଶ௡
௜ୀଵ  

 

(2.29) 
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Figure 2.22 Bland-Altman plot example  
Taken from B. Aubert et al. (2019) 

 

2.5 Conclusion 

This chapter reviewed existing approaches for 2D/3D reconstruction from biplanar 

radiographs, with a specific focus on applications targeting the ankle joint. Accurate 

reconstruction is critical, as the tibiofibular joint features inter-bone distances ranging from 1 

mm to 16 mm, necessitating a reconstruction precision of 1 mm or better to ensure clinically 

valid outcomes. 

The 3D reconstruction process typically involves three core components: the model used as 

prior anatomical knowledge, the reconstruction methodology applied to align the model with 

radiographic data, and the type of information leveraged to guide the reconstruction. 
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Generic models, while simple to implement, do not account for anatomical shape variability. 

This lack of representational fidelity increases the search space during optimization, 

particularly problematic in regions like the ankle, where closely connected structures and 

occlusions challenge both feature extraction and intensity-based matching. In contrast, 

Statistical Shape Models (SSMs) incorporate inter-subject shape variability, enabling more 

anatomically plausible reconstructions and reducing the optimization complexity by 

constraining the solution space. However, effective SSM construction requires a large dataset 

of segmented anatomies with point-wise correspondence across samples. 

An extension of this approach, the SSIM, integrates both shape variation and intensity, 

resulting in more realistic Digitally Reconstructed Radiographs (DRRs). This combination 

enhances the fidelity of the reconstruction, especially in regions with poor geometric features. 

Nevertheless, the inclusion of voxel- or pixel-based intensity information demands pre-

alignment of the shapes for statistical analysis and may significantly increase computational 

complexity. Employing coarser intensity representations can mitigate this overhead, albeit at 

the expense of reduced DRR realism. 

For anatomical structures composed of multiple interacting bones, such as the tibiofibular joint, 

articulated or coupled models should also be considered. In practice, concatenation-based 

models offer a more feasible solution in anatomically ambiguous regions, such as the ankle 

syndesmosis, where joint movement is minimal. These models simplify implementation while 

maintaining sufficient anatomical relevance for reconstruction tasks. 

Parametric models, which rely on simplified geometric representations, are commonly used in 

joints with well-defined shapes, such as the femoral head, which approximates a sphere and 

can be parameterized with a few rotational degrees of freedom. However, the bones of the 

tibiofibular joint possess irregular and non-convex geometries that are not easily captured 

using simple parametric forms. 

Registration-based methods align a prior model to radiographic projections by iteratively 

minimizing the mismatch between DRRs and actual radiographs. These methods are 

computationally expensive and sensitive to initialization due to the non-convex nature of the 

optimization landscape, often leading to suboptimal convergence in the presence of local 

minima. 
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Conversely, registration-free, learning-based approaches offer improved computational 

efficiency and robustness. These methods learn the mapping between input radiographs and 

model or pose parameters directly, often incorporating high-level feature extraction into their 

neural architectures. This enables accurate reconstruction even under occlusion or limited 

visibility. However, such approaches require access to large, annotated datasets, which are 

currently unavailable for the ankle, posing a major limitation for practical deployment. 

Incorporating intensity information via SSIMs provides rich anatomical detail and contributes 

to the generation of realistic DRRs. In contrast, feature-based methods, such as those relying 

on landmarks or contours, depend on an additional preprocessing step, either through expert 

annotation or automated feature extraction. Point-based methods are particularly limited when 

anatomical landmarks are difficult to identify in 2D radiographs due to structural overlap. 

These methods also struggle to reconstruct continuous anatomical surfaces. Contour-based 

methods may offer improved reconstruction of bone boundaries but rely heavily on accurate 

edge detection, which is also compromised in the presence of superimposed anatomical 

structures. 

Calculating clinical parameters such as inter-bone distances and joint angles on reconstructed 

3D models necessitates reliable localization of anatomical landmarks. While manual 

annotation remains common practice, it introduces variability and reduces reproducibility. In 

contrast, when using SSMs, the deformation process preserves landmark correspondence, 

allowing for automatic and consistent measurement extraction following reconstruction. 

In summary, the combination of Statistical Shape and Intensity Models with registration-free, 

learning-based reconstruction techniques presents a promising framework for automated 3D 

reconstruction of the ankle joint from biplanar radiographs. Despite current limitations, 

including data availability and computational complexity, this approach holds significant 

potential to enhance accuracy, efficiency, and clinical applicability in orthopaedic imaging. 



 

CHAPITRE 3 
 
 

OBJECTIVES OF THE STUDY AND CONTRIBUTIONS OF THE THESIS 

3.1 Introduction 

In the previous chapter, we reviewed the literature on 2D/3D reconstruction from X-ray 

images, focusing on the challenges involved, models, information and the methods proposed 

to address them. Numerous approaches have been explored to tackle the problem, each with 

their own advantages and drawbacks. We also reviewed the applications, with particular 

emphasis on those related to the foot and ankle. In this chapter, we present the problematics 

and objectives of the study and the methods we employed to achieve these objectives. Our goal 

is to bridge the gaps and overcome the challenges highlighted in the literature, while 

incorporating the best practices from previous studies. Finally, the contributions of this thesis 

will be discussed. 

 

3.2 Problem statement 

Despite the growing use of 3D reconstruction techniques in orthopedic imaging, the ankle joint, 

specifically the tibiofibular syndesmosis, remains underexplored compared to more commonly 

studied joints such as the hip, spine, and knee. Furthermore, current syndesmosis clinical 

measurements still rely heavily on two-dimensional (2D) imaging modalities, such as CT slices 

or radiographs, which fail to capture the complex 3D spatial relationships between tightly 

connected bones in the ankle. This limitation hinders accurate assessment of critical clinical 

parameters and may compromise diagnostic and treatment decisions. Furthermore, existing 3D 

reconstruction methods are time-intensive due to optimization-based registration or are not yet 

adapted to the anatomical structure of the ankle in learning-based approaches. In addition, 

accuracy of the reconstruction process must comply with the tight space in the ankle which is 

around 1 mm wide. There is a clear need for a low-dose, automated, and anatomically precise 

3D reconstruction framework that can operate on biplanar radiographs while the patient is 
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standing, addressing the challenges of bone overlap, tightly connected bones, articulation 

ambiguity, and limited visibility in ankle imaging. 

 

3.3 Objectives of the study 

This study focuses on the 3D reconstruction of the tibiofibular joint from biplanar radiographs 

of the ankle, with the goal of calculating the syndesmosis clinical parameters. The primary 

challenge in this work is that structures in ankle radiographs often overlap, making image 

features difficult to process in some cases. For the tibiofibular joint, we only need to represent 

the tibia and fibula bones; however, these bones overlap with each other and with other 

structures, such as the talus. Figure 3.1 shows these superposed areas. 

 

 

Figure 3.1 AP and LT radiographs of ankle indicating superposed tibia, fibula and talus 

 

Additionally, soft tissues in the radiographs could affect the bones' visibility, complicating the 

reconstruction process. The 3D reconstruction must be highly accurate (e.g., within 1 mm), as 

the distances between the tibia and fibula in the tibiofibular joint can be as small as 1 mm. As 

the bones are tightly connected, the reconstruction process should consider the relation 

between the bones and prevent them from intersecting. The landmarks used for calculating 

clinical parameters must also be precisely localized, and ideally, this localization should be 

automated to facilitate the automatic calculation of clinical parameters. Furthermore, the non-

rigid 2D/3D registration process must function in an environment where image features are 

often barely visible, which could potentially mislead the algorithm. 

In conclusion, the following are the objectives of this study: 
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- Develop a pipeline which receives ankle biplanar radiographs (AP and LT) and 

reconstructs the tibiofibular joint with an average surface reconstruction error with 1 

mm or less. 

- Automatically calculate the syndesmosis clinical parameters on the built model in 3D 

In the following section, we will discuss the methods that will help us achieve these objectives. 

 

3.4 Overview of the Methods 

To address the outlined objectives and overcome the associated challenges, we integrated key 

strengths from existing reconstruction methodologies identified in the literature. Our approach 

combines SSIM with registration-free learning-based techniques to enable accurate 3D 

reconstruction of the ankle joint, suitable for assessing syndesmosis-related clinical 

parameters. The SSIM incorporates prior anatomical and intensity information, which proves 

particularly advantageous in scenarios where bony structures are obscured due to 

superimposition. To enhance efficiency and robustness, we employed regressor networks 

capable of directly estimating model parameters by learning from the features in DRRs, 

thereby producing 3D models whose projections closely align with the input DRRs. The 

synthetic training dataset required for this learning process was generated using the SSIM. 

Once the 3D model is reconstructed, clinically relevant parameters are automatically computed 

using predefined anatomical landmarks. 

The following section details the methodological steps undertaken to implement and validate 

this approach. 

 

3.4.1 Building a 3D Statistical Shape and Intensity Model of the Tibiofibular Joint 

A SSIM of the tibiofibular joint must be developed to capture both the mean shape and the 

variations in shape and intensity of the bones. This model plays a key role in guiding the 2D/3D 

registration network, especially in the case of ankle in which bones are superposed in many 

regions of the radiographs. The use of SSMs allows capturing the bone shape variations and 

relation of the bones, enhancing the generalization of the algorithm. Joint modeling is also 
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incorporated into the SSIM to account for the relation between the bones. To create this model, 

a database of ankle CT scans is processed (segmentation, alignment, etc.). The SSIM integrates 

both shape and intensity information, which is used to generate multiple DRRs that guide the 

registration process. 

 

3.4.2 Registering the 3D model of the Tibiofibular Joint to biplanar radiographs 

With the 3D model of the joint, we develop a 2D/3D registration approach that learns the shape 

and pose parameters of the model directly from the DRRs, generated by the SSIM. This 

approach avoids the iterative registration, avoiding the local minima problem. We aim to use 

a regressor network to predict these parameters in a single shot. Although training such a 

network requires a large amount of data, this is not an issue as we can generate as many 

instances as needed from the model. Once the shape and pose parameters of the joint are 

obtained, we can reconstruct the 3D surface of the bones. 

 

3.4.3 Isolation of the Tibiofibular Joint skeletal structure in biplanar radiographs 

The other step is to isolate the tibiofibular joint from other structures, such as the talus and soft 

tissues, in the radiographs, as there are many unwanted structures in the images. The presence 

of other structures makes the 3D reconstruction process difficult. This allows the 

reconstruction network to focus solely on the registration task. Additionally, since the SSIM 

serves as prior information for the reconstruction process and includes intensity information of 

the bones, we should align the intensity information of the isolated joint in the radiographs 

with the intensity information represented in the SSIM. For example, if the intensity 

information in the SSIM is simplified using tetrahedral modeling, we will ensure that the 

radiographs match this simplified representation. 
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3.4.4 Calculation of clinical parameters on the Personalized Reconstructed Joint 

for diagnosis of Syndesmosis injury 

After a pair of orthogonal radiographs are processed to isolate the joint and reveal the shape 

and pose parameters of the bone surfaces, the reconstructed 3D joint can be used to assess the 

syndesmosis clinical parameters. This is achieved using predefined landmarks on the model, 

eliminating the need to reidentify the landmarks. Therefore, the parameters can be calculated 

automatically as soon as the reconstruction is completed. 

 

3.5 Contributions of the Thesis 

The contributions of this thesis are as follows: 

- Development of a tibiofibular SSIM to generate a large training dataset for the learning 

process, addressing the challenge of limited datasets for training such networks. 

Additionally, the model aids the registration process, particularly in situations 

involving occlusion, by providing a structured representation of the joint's shape and 

intensity. 

- Development of a network that processes orthogonal DRRs of the joint’s projections 

and extracts the shape and pose parameters of the SSIM, facilitating the 3D 

reconstruction of the joint. 

- Deployment of a method to isolate the tibiofibular joint by removing soft tissues and 

other bony structures, while adjusting the DRR intensity values to closely resemble the 

projections of the SSIM of the joint. 

- Establishment of a pipeline that integrates all steps to process biplanar X-ray images of 

the ankle and reconstruct a 3D model of the tibiofibular joint surfaces in a single shot. 

- Automatic calculation of syndesmosis clinical parameters from biplanar radiographs of 

the ankle. 
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3.6 Conclusion 

In this chapter, we have outlined the challenges, the problematic and objectives of the study, 

and the contributions of this thesis. The next chapter will provide a detailed description of the 

methodology used to achieve these objectives. 

 

 



 

CHAPITRE 4 
 

PROPOSED METHODOLOGY 

4.1 Introduction 

In this chapter, we elaborate on the methodology to address the challenge of building a 

personalized 3D model of the tibiofibular joint from ankle biplanar images and calculating the 

syndesmosis clinical parameter automatically from the built 3D model. This is achieved by 

incorporating a SSIM of the tibiofibular joint and a deep regressor network to perform a one-

shot 2D/3D registration process. Figure 4.1 shows the proposed pipeline, starting from the 

ankle radiograph and resulting in the 3D personalized model of the tibiofibular joint. The 

following steps are proposed: 

- A: Localizing the ankle in the radiographs to focus on the Region of Interest 

- B: Isolating and intensity-modifying the tibiofibular joint in the AP and LT 

radiographs, which facilitates the 2D/3D registration process by the regressor network 

in step C. 

- C: Extracting the shape and pose parameters of the SSIM from the concatenated AP-

LT images of the tibiofibular joint to generate a 3D personalized model of the joint. 

 

Figure 4.1 The pipeline of the proposed method 

 

After 3D reconstruction, the syndesmosis clinical parameters can be calculated on the 

reconstructed joint surface. Figure 4.2 shows the parameters ‘a’, ‘b’ and ‘c’ on the 3D model. 

In the following sections, we elaborate on each step in detail. 
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To train the networks in the pipeline and guide the registration process, we need a dataset 

which will be discussed in the next section. 

 

Figure 4.2 parameters 'a', 'b' and 'c', calculated on the CT scan slice (A) and on the 
personalized 3D model (B and C) in red, blue and green respectively 

 

4.2 Dataset 

Steps B and C in the pipeline (Figure 4.1) are learning-based approaches, requiring access to a 

CT scan database that includes the ankle structure. These CT scans are also incorporated into 

Step A to simulate the selection of Region of Interest in the evaluation process. A dataset of 

60 ankle CT scans was collected following the required ethical approvals from Sacré-Cœur 

Hospital, ÉTS, and the CHUM Research Center in Montréal, Canada. These scans were 

specifically acquired to ensure the inclusion of slices necessary for calculating syndesmosis 

clinical parameters. 

 

4.2.1 Cleaning and Preprocessing of CT Scan Dataset 

The preparation of this dataset is a crucial step in the methodology, as the CT scan data serves 

as the foundation for all subsequent processes. One key observation is that the superior-most 

slice in each scan does not correspond to the same anatomical landmark across all cases. Figure 

4.3 illustrates sagittal views of the lateral projection from three different cases, highlighting 

the variation in scan coverage between cases. 

 

A   B          C 
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Figure 4.3 Sagittal view of three samples from the ankle dataset 

 

To ensure consistency in the anatomical structures included in the dataset, particularly to 

maintain a uniform bone scope for model building process, the following selection criteria 

were applied: 

- The Tibial plafond slice was manually identified in all 60 cases. 

- As previously mentioned, the slice necessary for calculating the syndesmosis clinical 

parameters is located 15 slices above the Tibial plafond (Nault et al., 2013). Therefore, 

we verified that each case in the dataset included this specific slice. 

- Subsequently, we selected cases that included an additional 15 slices above that specific 

slice, bringing the total number of slices above the Tibial plafond to 30. This 15-slice 

“safety margin” ensures that the syndesmosis calculation slice remains within the 

scope, even when adjustments, such as cropping the top of the model or other image 

processing operations, are performed. 

Applying these criteria led to the removal of seven cases, reducing the dataset to 53 cases. 

These cases were then randomly split into two groups: 

- 50 cases were allocated for training the networks in Steps B and C. 

- 3 cases were reserved as unseen test cases for evaluating the pipeline’s performance. 

Since segmented bony structures and the foot are essential for both training the networks in 

Step B and generating the joint’s Statistical Shape and Intensity Model in Step C, the next 

section details the segmentation process, followed by the other processing steps. 
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4.2.2 Multi-class Segmentation of the CT Scan Dataset 

Once the dataset was cleaned, a semi-automatic multi-class segmentation method was applied 

to each CT scan case ܥ ௜ܶ, ݅ = 1. .53 to segment the background, the joint (comprising the tibia 

and fibula), and the foot. Figure 4.4 presents a sample CT scan slice (A), along with the 

segmented tibia and fibula (B), and the foot segmentation (C).  

 

Figure 4.4 A sample of CT scan slice (A), the segmentation of the foot (B) and segmentation 
of Tibia and Fibula bones in red and blue respectively (C) 

 

The foot segmentation is performed manually for the initial slice using the MATLAB Image 

Segmenter tool, specifically utilizing the 'Flood Fill' and 'Draw ROIs' functions (MathWorks, 

2024). For the following slices, segmentation is automated using the geodesic active contour 

method (Caselles, Kimmel, & Sapiro, 1997). The purpose of foot segmentation is to isolate the 

foot within the 3D volume, represented by ݈ܽ݊݇݁௜, ݅ = 1. .53, and to remove any artifacts in 

the CT slices, such as the CT table, casts, or splints. 

The joint segmentation is carried out manually across all slices to ensure accuracy. The 

MATLAB Image Segmenter tool is again used for this purpose. After segmentation is 

completed and the volume stored in ݆ݐ݊݅݋௜௩௢௟ , ݅ = 1. .53, the bones are distinguished based on 

their size, with the distal tibia, ܾܽ݅݅ݐ௜௩௢௟, ݅ = 1. .53 being larger than the distal fibula, ݂ܾ݈݅ܽݑ௜௩௢௟, ݅ = 1. .53. Figure 4.5 illustrates the segmented volumes of the foot and joint for a 

sample case from the dataset, viewed from a sagittal perspective. 

A       B          C 
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Figure 4.5 Segmented foot and tibiofibular joint volumes 

 

The joint segmentation begins from the selected most superior slice (30 slices above the Tibial 

plafond) in each case and continues to the tip of the distal fibula, as illustrated in Figure 4.5. 

In contrast, the foot segmentation is extended an additional 15 slices below the tip of the distal 

fibula, ensuring a consistent safety margin in the inferior-most slices of the scan as the superior-

most slices. The projection of randomly selected segmented volumes for both foot and joint 

using Voxel Projector is shown in Figure 4.6. 

Since the ground truth for the segmentation process is not available, three manually segmented 

CT scan volumes were randomly selected and the segmentation masks were reviewed and 

verified by a medical professional in a slice-by-slice manner, ensuring accuracy and reliability. 

Upon completion of the segmentation process, the prepared dataset is ready for use in the 

different stages of the pipeline, including building the SSIM, execution of the registration 

process, and isolation of the joint in radiographs. Each step of the process will utilize specific 

parts of the dataset, which will be detailed in the following sections.  

 

Figure 4.6 Sagittal view of the segmented foot and ankle projections generated by Voxel 
Projector (EOS imaging, n.d.) 
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4.2.3 Meshing the Segmented Joint 

The first step is to generate a mesh on the bones. Since the CT scans represent both left and 

right ankles and the only difference between them is a flip over the sagittal plane, we flip all 

left ankle scans to ensure that all CT cases correspond to the right ankle structure. To generate 

meshes over the segmentation volume, we used Marching Cubes (Lorensen & Cline, 1987) to 

acquire triangular mesh over the surface of the tibia and fibula segmentation masks, tibia 

,௜௩௢௟ܾܽ݅݅ݐ) ݅ = 1. .53) and fibula (݂ܾ݈݅ܽݑ௜௩௢௟, ݅ = 1. .53), resulting in vertices uniformly 

distributed in 3D space. The top plane of the meshes is modeled using the circumference 

vertices and a single central vertex as shown in Figure 4.7. Figure 4.8 shows three random 

samples of the generated fibula (݂ܾ݈݅ܽݑ௜௠௘௦௛, ݅ = 1. .53) and tibia meshes (ܾܽ݅݅ݐ௜௠௘௦௛, ݅ =1. .53). These meshes vary in the number of vertices and faces, as well as in their 3D position 

and orientation, as the bones differ in size and shape and the location in the CT image space. 

We also ensure that the mesh sizes, specifically the number of vertices, remain practical for 

computational efficiency. A high vertex count could significantly impact the performance of 

subsequent processing steps, including model training and registration. Therefore, an 

appropriate balance will be maintained to preserve anatomical accuracy while optimizing 

computational feasibility. The mesh generation method can be controlled for the number of 

vertices. We aimed for the minimum number of 10K vertices for each joint (Tibia and Fibula). 

However, dense meshes were also generated to provide an accurate representation of the bone 

surfaces, as they closely map the CT masks in 3D space and in millimeter representation. 
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Figure 4.7 Top plane of the mesh modeled by the circumference vertices and one vertex in 
the center 

 

Figure 4.8 Samples of fibula and tibia meshes, generated on the segmented masks 

 

 

4.3 Building a 3D Statistical Shape and Intensity Model of the Tibiofibular Joint 

Since the CT scan volumes are segmented, and the reconstruction process, along with other 

sections of the project are guided by the joint model, we constructed a SSIM of the tibiofibular 

joint. The model is generated based on 50 cases from the dataset, leaving 3 random cases for 

evaluation purposes. First, we will focus on shape modeling, followed by modeling the 

intensity of the joint. 
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4.3.1 Statistical Shape Modeling 

Statistical Shape Modeling refers to the mean shape and plausible variations in the joint. The 

steps involved in generating the model are represented in Figure 4.9. First, the meshes should 

be matched (Figure 4.9.A) within each category (Tibia and Fibula). Then the meshes in each 

instance are concatenated to form the joint (Figure 4.9.B). The meshes are not aligned in the 

same coordinate system (Figure 4.9.C), so we need to align them first, and based on the aligned 

meshes we may have the mean shape (Figure 4.9.D) and the plausible variations (Figure 4.9.E) 

of the joint. We discuss these steps in the next sections. 

 

 

Figure 4.9 Steps for building SSM of the tibiofibular joint 

 

4.3.1.1 Matching the Meshes 

As previously mentioned, the meshes are not represented with the same topology due to 

differences in shape and size of the segmentation mask volumes. Therefore, matching and 

representing the meshes with the same topology is necessary before proceeding with 

generating SSM. The Smooth Shell mesh matching algorithm (Eisenberger et al., 2019) is used 

to find correspondences for all fibula (݂ܾ݈݅ܽݑ௜௠௘௦௛, ݅ = 1. .53) and tibia meshes (ܾܽ݅݅ݐ௜௠௘௦௛, ݅ =1. .53) separately. This method results with the least matching error for the shapes representing 

small non-isometric deformation. For this purpose, the meshes in the smallest joint (based on 

the number of vertices in both shapes), are selected as ݂ܾ݈݅ܽݑ௧௔௥௚௘௧௠௘௦௛  and ܾܽ݅݅ݐ௧௔௥௚௘௧௠௘௦௛  to be the 

reference shapes in which all other meshes are matched to, within their respective categories. 

Choosing the smallest shapes as the target makes sure that all source vertices go to a common 

A                    B                      C                                                          D 

           

 

                 E 
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small target set of vertices. This may result in a vertex from ܾܽ݅݅ݐ௧௔௥௚௘௧௠௘௦௛  and ݂ ௧௔௥௚௘௧௠௘௦௛݈ܽݑܾ݅  being 

matched to multiple vertices in their source shapes, as shown in Figure 4.10. When such 

situation happens (red vertices in Figure 4.11), the source vertex closest to the center of the 

region formed by all the matched vertices in the source shape (black dot in Figure 4.11) is 

chosen as the one-to-one matched vertex (marked vertex in Figure 4.11). As a result, all tibia 

meshes (ܾܽ݅݅ݐ௜௠ି௠௘௦௛, ݅ = 1. .53) and fibula meshes (݂ܾ݈݅ܽݑ௜௠ି௠௘௦௛, ݅ = 1. .53) are now 

represented with the same topology of vertices, denoted as ܾܽ݅݅ݐ௜௏ and ݂ܾ݈݅ܽݑ௜௏, ݅ = 1. .53, 

respectively. ܾܽ݅݅ݐ௜ி and ݂ܾ݈݅ܽݑ௜ி , ݅ = 1. .53 are set equal to ܾܽ݅݅ݐ௧௔௥௚௘௧ி  and ݂ܾ݈݅ܽݑ௧௔௥௚௘௧ி . 

Here, ܸ and ܨ are representing vertices and faces matrices. Algorithm 4.1 shows these steps. 

Algorithm 4.1 Match Tibia and Fibula meshes 

Match the Tibia and Fibula meshes through the dataset 

 

Input: Fibula meshes ݂ܾ݈݅ܽݑ௜௠௘௦௛, ݅ = 1. .53 and tibia meshes ܾܽ݅݅ݐ௜௠௘௦௛, ݅ = 1. .53 with 

different topologies 

Output: Matched fibula meshes ݂ܾ݈݅ܽݑ௜௠௘௦௛, ݅ = 1. .53 and matched tibia meshes ܾܽ݅݅ݐ௜௠௘௦௛, ݅ = 1. .53 with same topologies 

1 
 
 

2 

 

3 

 

4 

 

Select the smallest Tibia mesh (according to the number of vertices) as ܾܽ݅݅ݐ௦௢௨௥௖௘௠௘௦௛  

Apply matching algorithm from ܾܽ݅݅ݐ௦௢௨௥௖௘௠௘௦௛  to ܾܽ݅݅ݐ௜௠௘௦௛, ݅ = 1. .53 where ܾܽ݅݅ݐ௦௢௨௥௖௘௠௘௦௛ ≠ ,௜௠ି௠௘௦௛ܾܽ݅݅ݐ ௜௠௘௦௛ and store the result asܾܽ݅݅ݐ ݅ = 1. .53 

Select the smallest Fibula mesh (according to the number of vertices) as ݂ܾ݈݅ܽݑ௦௢௨௥௖௘௠௘௦௛  

Apply matching algorithm from ݂ܾ݈݅ܽݑ௦௢௨௥௖௘௠௘௦௛  to ݂ܾ݈݅ܽݑ௜௠௘௦௛, ݅ = 1. .53 where ݂ܾ݈݅ܽݑ௦௢௨௥௖௘௠௘௦௛ ≠ ,௜௠ି௠௘௦௛݈ܽݑܾ݂݅ ௜௠௘௦௛ and store the result as݈ܽݑܾ݂݅ ݅ = 1. .53 
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Figure 4.10 Multi-vertex matching from the source tibia (red) to a target tibia (blue) 

 

 

Figure 4.11 Multi-matching on the source mesh (red vertices) and choosing the closest vertex 
(marked with black asterisk) to the center of the candidate vertices (black dot) 

 

4.3.1.2 Joint Modeling 

The dense mesh generation, the simplification of the mesh, and matching the meshes, have not 

modified the position of the vertices with respect to the CT scan masks. So, the Tibia and 

Fibula meshes in each case are still in the same relative positioning as in the CT scan masks. 
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Thus, after obtaining tibia and fibula meshes with the same topology, we concatenate the 

meshes to form the joint mesh. It is achieved by concatenating ܾܽ݅݅ݐ௜௏ and ݂ܾ݈݅ܽݑ௜௏, as well as ܾܽ݅݅ݐ௜ி ܽ݊݀ ݂ܾ݈݅ܽݑ௜ி for ݅ = 1. .53 as shown in Equation (4.1). The results are stored in ݆ ௜௏ݐ݊݅݋  

and ݆ݐ݊݅݋௜ி, which together form the ݆ݐ݊݅݋௜௠௘௦௛, ݅ = 1. .53. The vertices matrix consists of 

vertices’ coordinates. Thus, a simple concatenation can make the ݆ݐ݊݅݋௜௏ . However, the faces 

matrix is consists of ܯ rows dedicated to ܯ faces, indicating the vertex indices for each 

triangle. Thus, for faces we need to add the number of tibia vertices to all indices in the ݂  ௜ி݈ܽݑܾ݅

to complete the concatenation. This model captures the relationship between the tibia and 

fibula as well. 

௜௠௘௦௛ݐ݊݅݋݆  = ௜௏ݐ݊݅݋݆} , ,{௜ிݐ݊݅݋݆ ݅ = 1. ௜௏ݐ݊݅݋݆ 53. = ;௜௏ܾܽ݅݅ݐ] ,[௜௏݈ܽݑܾ݂݅ ݅ = 1. ௜ிݐ݊݅݋݆  53. = ;௜ிܾܽ݅݅ݐ] ௜ி݈ܽݑܾ݂݅] + ,[[ݏ݁ܿ݅ݐݎ݁ݒ_ܾܽ݅݅ݐ_݂݋_ݎܾ݁݉ݑ݊ ݅ = 1. .53  

 

(4.1) 

 

4.3.1.3 Generalized Procrustes Analysis 

Although a correspondence mapping is calculated for the 53 meshes in the dataset and they 

share the same topology, they are not aligned in a common coordinate system. Figure 4.12 

shows the joint meshes having different positions and orientations. We applied Generalized 

Procrustes Analysis (GPA) to align all 53 meshes (Figure 4.13.A) by gradually removing 

translation, rotation, and scale ( 

Algorithm 4.2). The mean shape of the aligned joint meshes ݆ݐ݊݅݋௜௠௘௦௛ೌ೗೔೒೙೐೏ , ݅ = 1. .53 is 

presented in Figure 4.13.B. 
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Figure 4.12 Joint meshes before applying GPA 

 

 

Figure 4.13 All joint meshes while the rotation, translation and scale are removed (A) and 
their mean shape (B) 

  A     B 
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Figure 4.14 Aligning the CT segmented volumes (A) orientation and their corresponding 
meshes (B) with the anterior-posterior positioning of the foot, similar to the orientation 

captured in EOS cabin. The mean shape (C) is recalculated on the rotated meshes. 

 

Algorithm 4.2 Apply GPA on meshes and make them in the AP direction 

Apply GPA on meshes and make them in the AP direction 

 

Input: Tibiofibular joint meshes ݆ݐ݊݅݋௜௏ , ݅ = 1. .53 

Output: Aligned joint meshes ݆ݐ݊݅݋௜௏ೌ೗೔೒೙೐೏ , ݅ = 1. .53 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

Randomly select a mesh as the reference mesh ݆ݐ݊݅݋௥௘௙௏ ௥௘௙௏ݐ݊݅݋݆   is translated to the center of origin and normalized to the unit size 

While ห݆ݐ݊݅݋௥௘௙௏ − ௠௘௔௡௏ݐ݊݅݋݆ ห <  ࢿ

          Translate ݆ݐ݊݅݋௜௏ , ݅ = 1. .53 to ݆ݐ݊݅݋௥௘௙௏   

          Normalize ݆ݐ݊݅݋௜௏ , ݅ = 1. .53  to have unit size 

          Rotate ݆ݐ݊݅݋௜௏ , ݅ = 1. .53 by Rotation matrix ܴ௜ defined by Singular 

          Value Decomposition  

          Compute the ݆ݐ݊݅݋௠௘௔௡௏  

Scale back the ݆ݐ݊݅݋௜௏ೌ೗೔೒೙೐೏ , ݅ = 1. .53  to the average size of the original meshes  

Rotate ݆ݐ݊݅݋௜௠௘௦௛ೌ೗೔೒೙೐೏ , ݅ = 1. .53 to the AP direction ݆ݐ݊݅݋௜௠௘௦௛ಶೀೄ , ݅ = 1. .53   

 

A       B     C 
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As meshes are employed in the reconstruction process, it is essential that they initially assume 

a pose similar to the joint observed in the EOS Imaging cabin. As shown in Figure 4.14.A, the 

foot is positioned in an anterior-posterior orientation, which serves as a reference for 

alignment. To ensure consistency across the dataset, all meshes are rotated to approximate this 

pose (Figure 4.14.B). Following this alignment step, the mean mesh is recalculated based on 

the transformed meshes ݆ݐ݊݅݋௜௠௘௦௛ಶೀೄ , ݅ = 1. .53 to reflect the updated orientation on shapes 

(Figure 4.14.C).  

Algorithm 4.2 also describes this step. 

 

4.3.1.4 Principal Component Analysis 

After aligning the meshes, Principal Component Analysis (PCA) is applied to compactly 

represent the model. Having all meshes aligned, we calculate the mean mesh ݆ݐ݊݅݋௠௘௔௡௠௘௦௛ಶೀೄ 

using Equation (4.2). 

 

௠௘௔௡௠௘௦௛ಶೀೄݐ݊݅݋݆ = 150෍݆ݐ݊݅݋௜௠௘௦௛ಶೀೄହ଴
௜ୀଵ  (4.2) 

 

Considering the matrix ܻ = ଵ௠௘௦௛ಶೀೄݐ݊݅݋݆] , ଶ௠௘௦௛ಶೀೄݐ݊݅݋݆ , … , [ହ଴௠௘௦௛ಶೀೄݐ݊݅݋݆ ∈ ܴଷ௄×ே 

including all 50 training meshes, we calculated the covariance matrix as in Equation (4.3) and 

finally, the eigenvectors Φ = [߰ଵ;߰ଶ; … ;߰ேିଵ] and eigenvalues Λ = ,ଵߣ] ,ଶߣ … ,  ேିଵ] areߣ

determined using Singular Value Decomposition (SVD), elaborated in Equation (4.4).  

ܥ  = 1ܰ − 1்ܻܻ ∈ ܴଷ௄×ଷ௄ (4.3) 

Φܥ  = ΛΦ (4.4) 
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The joint model is described by the mean shape ݆ݐ݊݅݋௠௘௔௡௠௘௦௛ಶೀೄ , along with a combination of 

eigenvectors ߰௞ and shape parameters ܾ௞, outlined in Equation (4.5). The ݇_݉ܽݔ is 

determined based on the eigenvalues of the eigenvectors, selecting enough components to 

represent 90% of the variation in the dataset, balancing between capturing sufficient 

anatomical detail and reducing the model’s dimensionality. Shape parameters ܾ௞ follow a 

normal distribution bounded by ±3ඥߣ௞ as explained in Section 2.2.2.2. 

 

(ݐ݊݅݋ܬ)ܯܵܵ = ௠௘௔௡௠௘௦௛ಶೀೄݐ݊݅݋݆ + ෍ ܾ௞.߰௞௞_௠௔௫
௞ୀଵ   (4.5) 

 

4.3.2 Intensity Modeling 

Given the complexity and slow performance associated with intensity modeling using 

tetrahedral meshing, especially when it comes to repetitive operations, we opted for a simpler 

approach, similar to modeling cortical and trabecular bones with a single intensity (Julien et 

al., 2021), to represent the intensity information of the tibia and fibula. Instead of using a 

detailed tetrahedral model, we decided to represent the tibial intensity using the average 

intensity value of all tibias in the dataset, applying the same approach to the fibula. The 

intensity values for the bones are collected using the segmentation mask and the CT scan slices, 

recording the voxel values. Upon analyzing the histograms of the tibia and fibula intensities 

(Figure 4.15), we observed that the average intensity values for both bones are very similar. 

As a result, we simplified the model further by using a single intensity ܫ௦௜௠௣௟௘ value for both 

bones. This simplified modeling approach significantly improves the efficiency of iterative 

processes, such as dataset generation, where the intensity modeling and projection need to be 

repeated multiple times. 
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Figure 4.15 Intensity value histogram of Tibia and Fibula volumes for all 53 cases 

4.3.3 Statistical Shape and Intensity Modeling 

The Statistical Shape and Intensity Model (SSIM) of the tibiofibular joint is constructed using 

an independent modeling approach, where the shape and intensity components are represented 

separately. The shape model captures geometric variability through principal shape parameters ܾ௞ ,݇ = 1.  while the intensity distribution is modeled by a simplified representation ,ݔܽ݉_݇.

denoted as ܫ௦௜௠௣௟௘. As a result, the joint model is defined by the mean shape ݆ݐ݊݅݋௠௘௔௡௠௘௦௛ಶೀೄ, the 

set of shape coefficients ܾ ௞, the eigenvector matrix of the shapes Φ, and the associated intensity 

information ܫ௦௜௠௣௟௘, as established in Equation (4.6). 

(ݐ݊݅݋ܬ)ܯܫܵܵ = ௠௘௔௡௠௘௦௛ಶೀೄݐ݊݅݋݆} , ܾ௞,߰௞ ,  ௦௜௠௣௟௘}  (4.6)ܫ

4.4 One-shot 2D/3D Reconstruction of the Distal Tibiofibular Joint from 
Biplanar Radiographs using Deep Learning Registration 

A reconstruction network is trained to take in biplanar X-rays of the tibiofibular joint and 

output the shape and pose parameters of the SSIM. These parameters enable us to construct a 
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model that aligns with the input radiographs. The network performs 2D/3D registration in a 

single step. The following sections describe the network architecture and provide details on 

the training process. 

 

4.4.1 2D/3D Deep-Learning based Registration Network 

The registration network takes the AP and LT images of the joint, concatenated into a single 

AP-LT image, and outputs the joint model’s shape parameters (ܾ௞,݇ = 1.  along with (ݔܽ݉_݇.

pose parameters, including 3 rotational parameters around axes X, Y, and Z (ݐ݋ݎ௫, ,௬ݐ݋ݎ  (௭ݐ݋ݎ

and 1 scale parameter (ܵ). The joint is assumed to be centered in the radiographic images. 

Therefore, translation parameters are excluded from the pose estimation process. This 

regression network is based on the VGG-16 architecture (Simonyan & Zisserman, 2014), with 

the soft-max activation function replaced by ReLU in the final layer. The network is trained 

using the Mean Squared Error (MSE) loss, comparing the shape and pose parameters to the 

ground truth. Equation (4.7) presents the MSE loss. To prevent overfitting, dropout layers are 

added to the fully connected layers. Stochastic Gradient Descent (SGD) is employed, 

consistent with the conventional VGG architecture (Simonyan & Zisserman, 2014) . Figure 

4.16 depicts the network architecture. 

 

ܧܵܯ = ݔܽ݉_1݇ + 4 ( ෍ (ܾ௞ − ෠ܾ௞)ଶ + ௫ݐ݋ݎ) − ෞݐ݋ݎ ௫)ଶ + ௬ݐ݋ݎ) − ෞݐ݋ݎ ௬)ଶ௞_௠௔௫
௞ୀଵ+ ௭ݐ݋ݎ) − ෞݐ݋ݎ ௭)ଶ + (ܵ − መܵ)ଶ) 

(4.7) 
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Figure 4.16 2D/3D registration network architecture, trained on the Joint’s SSM parameters 
and pose parameters 

 

Initially, the learning rate is set to 0.1, the batch size is 12, and the dropout rate is 0.2. The 

initial values are taken from the VGG-architecture implementation (Simonyan & Zisserman, 

2014). A grid search (Liashchynskyi & Liashchynskyi, 2019) is performed to find the 

optimized combination of the hyperparameter, learning rate, dropout rate and batch size. The 

learning rate is controlled by a scheduler that halves the current learning rate if the validation 

loss does not improve over 10 consecutive epochs. The minimum learning rate, below which 

training stops, is set to 1e-6, making sure is it set low enough that the convergence is completed.  

Additionally, an early stopping mechanism is employed to halt training if the validation loss 

fails to decrease over 15 epochs, making sure the training process is converged even after 

decreasing the learning rate after 10 epochs. The best network parameters are returned based 

on the lowest validation loss seen. The evaluation of the network is conducted by monitoring 

the Mean Squared Error (MSE) as in Equation (4.7). However, the generated mesh using the 

network output parameters can be compared against the mesh generated from the ground truth 

values by point-to-point Euclidean error (explained in Section 2.4.2) in mm in 3D space. 

Equation (4.8) calculated this error. The latter metric is preferred, as we aim to reconstruct the 
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3D model, and it is feasible since both the reconstructed model and the ground truth meshes 

have the same topology. 

ܲ2ܲ = 1ܰ ෍ฮ݆ݐ݊݅݋ோ௘௖௢௡௦௧௥௨௖௧௘ௗ௏ − ௥௢௨௡ௗ_்௥௨௧௛௏ீݐ݊݅݋݆ ฮଶே
௜ୀଵ  

 

(4.8) 

4.4.2 Generation of the Dataset for 2D/3D registration network 

The dataset is generated based on the SSIM of the joint, as described in Section 4.3.1. New 

instances are created by randomly selecting the parameter ܾ௞ from a normal distribution ܰ(0,  ௞ is the ݇-th eigenvalue of the model. Although ܾ௞ is drawn from thisߣ ௞) whereߣ

distribution, it is restricted to the range (−3 × ඥߣ௞ , 3 × ඥߣ௞) for ݇ = 1.  Once the .ݔܽ݉_݇.

instance is generated from the model, it is rotated and scaled to create different poses of the 

instance. The rotational parameters ݐ݋ݎ௫, ,௬ݐ݋ݎ  ௭ and the scale parameter ܵ are storedݐ݋ݎ

alongside the shape parameters ܾ௞,݇ = 1.  for the generated instance. This is done on ݔܽ݉_݇.

all generated shapes instead of the first mesh which is generated using all-zero shape 

parameters, with no rotation or scaling applied. So, the first instance represents the mean shape 

of the joint. 

After the watertight mesh is generated, a ray intersection method (S. Patil & Ravi, 2005) is 

used to fill the mesh structure in 3D with the intensity value ܫ௦௜௠௣௟௘, creating the volume. The 

volume is treated as a CT scan, which is further processed by the Voxel Projector tool to 

generate DRRs, the AP and LT radiographs. Algorithm 4.3 explains these steps. 
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Algorithm 4.3 Generate Training dataset for 2D/3D registration Network 

Generate Training dataset for 2D/3D registration Network 

 

Input: SSIM of the tibiofibular Joint, rotation and scale parameters bound  

Output: ܰ AP and LT radiographs generated along with their shape and pose parameters 

1 
 
2 

3 

4 

5 

6 

7 

8 

While ݅ < ܰ 

          Choose ܾ௞ from a normal distribution bounded by ±3ඥߣ௞,݇ = 1.  ݔܽ݉_݇.

          Generate new instance ݆ݐ݊݅݋௜௠௘௦௛ವಳ = ௠௘௔௡௠௘௦௛ಶೀೄݐ݊݅݋݆ + ∑ ܾ௞௜ .߰௞௞_௠௔௫௞ୀଵ  

          Choose ݐ݋ݎ௫, ,௬ݐ݋ݎ ,௭ݐ݋ݎ  from a uniform distribution  ݏ

          Apply rotation and scaling to ݆ݐ݊݅݋௜௠௘௦௛ವಳ by ݐ݋ݎ௫, ,௬ݐ݋ݎ ௭ݐ݋ݎ ,  ݏ

          Fill the ݆ݐ݊݅݋௜௠௘௦௛ವಳ  by ܫ௦௜௠௣௟௘ and generate the volume ݆ݐ݊݅݋௜௩௢௟ವಳ 

          Apply Voxel Projector to ݆ݐ݊݅݋௜௩௢௟ವಳ  to have the ܣ ௜ܲ஽஻ and ܮ ௜ܶ஽஻ images 

          Store ܣ ௜ܲ஽஻ and ܮ ௜ܶ஽஻ along with ݐ݋ݎ௫, ,௬ݐ݋ݎ ௭ݐ݋ݎ , ௞௜ܾ ݏ ,݇ = 1.  ݔܽ݉_݇.

 

To eliminate the impact of different scales in the shape and pose parameters, each parameter ܾ௞ ,݇ = 1. ,௫ݐ݋ݎ as well as ݔܽ݉_݇. ,௬ݐ݋ݎ  ௭, and ܵ are normalized to the range [-1, 1], basedݐ݋ݎ

on the maximum value of each respective parameter. Equation (4.9) depicts the normalization 

of the ݇th shape parameters from ݅th sample in the dataset. The maximum values of each 

parameter (max(ܾ௞)) among ܰ samples are used to rescale the normalized values back to their 

original range.  ܾ௞௜ ௡௢௥௠௔௟௜௭௘ௗ = 2 × ܾ௞௜ − min (ܾ௞)max(ܾ௞) − min (ܾ௞) − 1,݇ = 1. . ݇௠௔௫ , ݅ = 1. .ܰ 
 

(4.9) 

4.4.2.1 Bounds of the Parameters 

We imposed the same limitations on the parameters as described for the JE-Nets in section 

4.5.2.1. Specifically, the rotations around the X and Y axes are restricted to ±5 degrees, while 

the rotation around the Z axis is limited to ±20 degrees. These parameters are experimentally 

chosen to imitate the variability of the rotations in the EOS cabin.  The scale parameter is 
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limited to ±0.17, as the scale variation observed across all 53 cases in the dataset is 

approximately 17%. The selection of the parameters is performed using a uniform random 

distribution. 

For the initial cases in the dataset, the mesh is generated with ܾ௞,݇ = 1.  ,set to zero ݔܽ݉_݇.

and no rotation or scaling is applied. This creates the mean shape without any pose alterations. 

Afterward, all meshes are randomly generated as described in the previous section. As a result, 

the final dataset consists of 30,000 pairs of AP-LT image along with its corresponding shape 

and pose parameter values. Out of this total, 10% (3,000 pairs of images) are reserved for 

testing, while the remaining 90% is split into training and validation sets (90% for training and 

10% for validation). 

 

4.4.2.2 Post-processing of the Digitally Reconstructed Radiographs 

After the images are generated using the Voxel Projector tool, they undergo preprocessing to 

create a normalized dataset before training the networks, e.g., having the same size for all 

images or normalized intensity values on the dataset. Figure 4.17 shows the preprocessing 

steps applied to the original DRRs (Figure 4.17.A). The first step involves applying a simple 

thresholding process on the DRRs (Figure 4.17.B) to isolate the joint using the vertical and 

horizontal projection profile method, cropping the image to its smallest possible size (Figure 

4.17.C). This step is performed for both the AP and LT images. Next, a cropping process 

removes the top safety margin (explained in Section 4.2.1), while the bottom safety margin is 

already removed using the previous step (Figure 4.17.D). The resulting AP and LT images are 

then concatenated vertically (Figure 4.17.E), with a gap of 5 lines of pixels between the two. 

Following this, the largest AP-LT image in the dataset is used as a reference, and all other 

images are padded to match its size. The padded areas are filled with the minimum pixel value 

from the image being processed. Finally, the pixel intensities of all images are normalized 

between 0 and 1 using the maximum intensity value throughout the dataset. This helps maintain 

a consistent bone appearance through the dataset. Figure 4.18 shows sample final images from 

the generated dataset. 
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Figure 4.17 preprocessing steps of generated DRRs for Reconstruction Network 

 

 

Figure 4.18 AP-LT cases generated to train the registration network 

 

4.5 Isolation of the Tibiofibular Joint skeletal structure in biplanar radiographs 

 Since the 2D/3D reconstruction network is trained on DRRs that represent only the tibiofibular 

joint, and real ankle radiographs contain additional skeletal structures and soft tissues, it is 

essential to isolate the joint by removing surrounding anatomical components. This 

preprocessing step ensures that the input ankle radiographs closely resemble the training data, 

thereby improving the compatibility and performance of the reconstruction network. These 

networks, referred to as Joint Extraction Networks (JE-Net), are designed specifically for this 

A     B       C       D         E  
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purpose. The following sections describe the structure of these networks, and the training 

process involved. 

 

4.5.1 Joint Extraction Deep-Learning based Networks 

We utilize two separate JE-Nets for the AP and LT images, as their input sizes differ. These 

networks are inspired by the pixel-wise structure removal technique for extracting bones from 

chest X-rays (Kalisz & Marczyk, 2021) which uses a denoising autoencoder architecture. The 

network architecture is shown in Figure 4.19. In addition to the original network architecture, 

we have incorporated additional dropout layers to prevent overfitting of the network. 

 

Figure 4.19 Architecture of the Joint Extraction Networks (JE-Net) for AP and LT images 

 

Both networks process the radiographs of the ankle in AP and LT views to extract the 

tibiofibular joint, effectively removing soft tissues and other skeletal structures. The loss 

function for the network is defined as a combination of the Structural Similarity Index Measure 

(SSiM) and Mean Squared Error (MSE) between the output and the ground truth as proposed 

on the original work (Kalisz & Marczyk, 2021). The relative weighting of these two 
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components is controlled by the parameter ߙ. The loss function for this network is defined in 

Equation (4.10). 

ݏݏ݋݈   = ߙ × (1 − ௧௥௨௘ݕ൫ܯ݅ܵܵ (௣௥௘ௗ൯ݕ, + (1 − (ߙ × ௧௥௨௘ݕ)ܧܵܯ  ௣௥௘ௗ) (4.10)ݕ,

 

The Adam optimizer algorithm is used to train the networks. For the network’s 

hyperparameters, we start with the values provided in the original work (Kalisz & Marczyk, 

2021) and a grid search (Liashchynskyi & Liashchynskyi, 2019) is applied for hyperparameter 

optimization. Initially, ߙ is set to 0.9, the learning rate is 0.001, the batch size is 8, and the 

dropout rate is 0.3. The learning rate is managed by a scheduler that halves the current learning 

rate if the validation loss does not improve over 10 consecutive epochs. The minimum learning 

rate, at which training stops, is set to 1e-8. Additionally, an early stopping mechanism halts the 

training if the validation loss fails to decrease over 15 epochs, where the best weights (from 

the best epoch with the lowest validation loss) are restored. 

 

4.5.2 Generation of the Dataset for Joint Isolation Networks 

The dataset used to train the JE-Nets is generated from the segmented ankle volumes and their 

corresponding segmented joint volumes. However, the segmented joint volumes are modified 

to align with the representation used in the intensity model. Specifically, all voxel values within 

the joint volume are adjusted to match the average intensity value determined in the dataset, as 

described in Section 4.4.2. In addition, since the dataset must represent the ankle volumes in 

the AP orientation, the first step is to align the segmented ankle volumes ݈ܽ݊݇݁௜ and the 

segmented joint volumes ݆ݐ݊݅݋௜௩௢௟  with the EOS-oriented joint meshes ݆ݐ݊݅݋௜௠௘௦௛ಶೀೄ , ݅ =1. .53. This is achieved by rigidly aligning the joint mesh ݆ݐ݊݅݋௜௠௘௦௛ to ݆ݐ݊݅݋௜௠௘௦௛ಶೀೄ  to 

determine the rotation and translation parameters. These rotational parameters are then applied 

to the volumes ݈ܽ݊݇݁௜ and ݆ݐ݊݅݋௜௩௢௟. 
After the volumes are aligned to the EOS anterior-posterior orientation, we used Voxel 

Projector (EOS imaging, n.d.) to simulate the EOS biplanar radiographs from the volumes. 
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Similar to the creation of the Statistical Shape Model (SSM), three instances are excluded from 

the 53 cases in the dataset, which are used for evaluation purposes. By applying projection to 

pairs of ݈ܽ݊݇݁௜ாைௌ and ݆ݐ݊݅݋௜௩௢௟ಶೀೄ , ݅ = 1. .50 we generate an AP image of the ankle and its 

corresponding AP image of the joint. The same procedure is applied to generate LT images. 

Figure 4.20 presents a sample of data produced by the voxel projector from a random volume 

in the dataset. Algorithm 4.4 explains the steps for generating the training dataset. 

 

Figure 4.20 Sample images for training JE-Nets. Input of the JE-Net-AP (A), desired output 
of the JE-Net-AP (B), Input of the JE-Net-LT (C) and desired output of the JE-Net-LT (D). 

 

After generation of the first 50 cases without any rotation applied to the volumes, and since we 

only have 50 volumes, a data augmentation (Kumar et al., 2025) process is applied to generate 

additional data for training the networks. A random volume is selected from the 50 cases, and 

both the ankle and joint volumes are rotated using ݐ݋ݎ௫, ,௬ݐ݋ݎ  ௭ around the X, Y, and Zݐ݋ݎ

axes, respectively. The projection process is then applied to the rotated volumes. Although the 

volumes are rigidly rotated with no deformation applied to the joint or ankle, this augmentation 

generates different images that help generalize the training process for the networks. 

Translation is not applied to the volumes as the joint is always assumed to be centered in all 

radiographs, making any translation be removed from images. Furthermore, since the CT scans 

represent different sizes of ankles and joints, scale is inherently represented in the dataset. The 

evaluation of the networks is carried out by monitoring the loss value on the test set and 

calculating the Peak Signal-to-Noise Ratio (PSNR) between the output images and the ground 

truth. 

 

A      B           C          D 
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Algorithm 4.4 Generate Training dataset for Joint Extraction Networks 

Generate Training dataset for Joint Extraction Networks 

 

Input: 50 Segmented CT-scans ݈ܽ݊݇݁௜ and ݆݊݅݋௜௩௢௟ , ݅ = 1. .50 

Output: ܰ AP and LT radiographs of Ankle and its corresponding Joint 

1 
 
2 

3 

4 

5 

6 

7 

8 

Rotate the ݈ܽ݊݇݁௜, ௜௩௢௟ݐ݊݅݋݆ , ݅ = 1. .50 to align the ݆ݐ݊݅݋௜௠௘௦௛ಶೀೄ , ݅ = 1. .53 

While ݇ < ܰ 

          Choose a volume ݈ܽ݊݇݁௜ from the dataset using uniform distribution 

          Choose ݐ݋ݎ௫, ,௬ݐ݋ݎ  ௭  from a uniform distributionݐ݋ݎ

          Apply rotation to ݈ܽ݊݇݁௜ and ݆ݐ݊݅݋௜௩௢௟ by ݐ݋ݎ௫, ,௬ݐ݋ݎ  ௭ݐ݋ݎ

          Apply Voxel Projector to ݈ܽ݊݇݁௜ and ݆ݐ݊݅݋௜௩௢௟  to have the ܣ ௔ܲ௡௞௟௘஽஻ ,  

ܣ           ௝ܲ௢௜௡௧஽஻ ܮ , ௔ܶ௡௞௟௘஽஻  and ܮ ௝ܶ௢௜௡௧஽஻  radiographs 

          Store ܣ ௔ܲ௡௞௟௘஽஻ ܣ , ௝ܲ௢௜௡௧஽஻ ܮ , ௔ܶ௡௞௟௘஽஻  and ܮ ௝ܶ௢௜௡௧஽஻ ,௫ݐ݋ݎ , ,௬ݐ݋ݎ  ݅ ௭ andݐ݋ݎ
 

 

4.5.2.1 Bounds of the Parameters 

We imposed specific limitations on the parameters used to generate the dataset. The rotations 

around the X and Y axes are restricted to ±5 degrees, while the rotation around the Z axis is 

limited to ±20 degrees. These values are empirically selected to present the volume with the 

same pose as we may face in the EOS cabin. For the first 50 cases in the dataset, the volumes 

are projected without any rotation. After that, for each subsequent case, a random volume is 

selected, and a random rotational degree is applied to each axis within the specified range. The 

selection of the parameters is performed using a uniform random distribution. As a result, the 

final dataset consists of 15,000 pairs of images (for each network). Out of this total, 10% (1,500 

pairs of images) are set aside for testing, while the remaining 90% is split into training and 

validation sets (90% for training and 10% for validation). 
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4.5.2.2 Post-processing of the Digitally Reconstructed Radiographs 

After the images are generated using the Voxel Projector tool, they undergo preprocessing to 

create a normalized dataset before training the networks e.g., having the same size for all 

images or normalized intensity values in the dataset. The preprocessing is applied on both AP 

and LT images of ankle (Figure 4.21 A, B) and joint (Figure 4.21 C, D). The first step involves 

applying a simple thresholding process to isolate the ankle (Figure 4.21 E, F), cropping the AP 

and LT images of the ankle according to the resulting masks (Figure 4.21 G,H). The same 

masks are used for cropping joint images (Figure 4.21 I, J).  Next, a cropping process removes 

the safety margin at the top and bottom of the images for both the ankle (Figure 4.21 K, L) and 

joint images (Figure 4.21 M, N). Following this, the largest images in the dataset are used as a 

reference, and all other images are padded to match the size of the largest image. The padded 

areas are filled with the minimum pixel values from the image. Finally, the pixel intensities of 

all images are normalized between 0 and 1. In some cases, the dataset contains images where 

medical treatments, such as the insertion of metal pins into the talus or calcaneus, result in 

distortions and high-intensity pixels (Figure 4.22). To avoid these cases affecting the 

normalization, such images are excluded when determining the maximum and minimum 

intensity values for the dataset. This ensures that the pixels in these areas are saturated, and the 

rest of the image is appropriately normalized. 

 

 

Figure 4.21 Preprocessing steps of generated DRRs for Joint Extraction Networks 

 

 

Figure 4.22 Sample from the dataset, showing treatment and its effects on the pixel intensities 

A        B      E     G      H        K         L 

 

C        D      F     I      J        M          N  
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4.6 Region-of-Interest Selection in Radiographs 

The biplanar radiographs are captured with a wider scope than the Region of Interest (ROI) 

needed for DTF joint reconstruction. Therefore, it is essential to accurately select the specific 

region corresponding to the relevant part of the DTF joint. The ROI selection begins by 

manually identifying two anatomical landmarks on the AP EOS image of the ankle: the Tibial 

Plafond (TP) (Figure 4.23.A.1) and the Distal Fibula (DF) (Figure 4.23.A.2). These landmarks 

are then used to define the superior and inferior crop lines on the AP image. Selection of the 

landmarks are reviewed and verified by a medical professional to ensure accuracy and 

reliability. 

 

Figure 4.23 Selection of the anatomical landmarks TP (A.1) and DF (A.2) and selecting the 
ROI based on those landmarks (B) 

 

The Region of Interest (ROI) for the reconstruction process begins 46 pixels above the Tibial 

Plafond landmark, identified on AP EOS image, which corresponds to 15 slices above the 

identified Tibial Plafond slice in the CT volume. This is calculated based on the CT slice 

thickness of 0.625 mm, the slice spacing of 0.5 mm, and the pixel spacing of 0.164 mm in the 

EOS images. The detailed calculation is provided in Equation (4.11). Figure 4.23.B illustrates 

the result of this cropping. Since both the AP and LT images are calibrated in EOS, the same 

crop lines can be applied to the LT image as well. 

 0.6252 + (15 − 1) × 0.5 + 0.6252 = 7.625݉݉; 7.6250.164 =  (4.11) ݔ݌46~46.49
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In addition to establishing the superior and inferior boundaries, it is also essential to determine 

the left and right lateral crop lines to isolate the ankle within the ROI. These boundaries are 

automatically identified using a simple thresholding technique applied to both the AP and LT 

ankle images, with the threshold value determined experimentally. 

 

4.6.1 Simulation of the ROI selection 

Since the ROI selection relies on the manual identification of landmarks by the operator, we 

need to simulate this process for our experiments. The simulation of ROI selection is performed 

using the segmented joint. Given that the ݈ܽ݊݇݁௜ and ݆ݐ݊݅݋௜ are in correspondence, the 

segmented ݆ݐ݊݅݋௜ can be used to detect the superior and inferior crop lines on AP image of ݈ܽ݊݇݁௜. As the joint is segmented 30 slices above the tibial plafond slice in the CT volume, we 

can match the same anatomical landmarks as the manual selection by moving 15 slices from 

the most superior segmented slice toward the distal fibula, aligning it with the relevant slice 

for the ROI (since 30 slices above the tibial plafond are segmented). These 15 slices in the CT 

volume correspond to 46 pixels in AP EOS image (Figure 4.24.A) as calculated in Equation 

(4.1). First, we binarize the AP image of the joint (Figure 4.24.B) using simple thresholding 

(Figure 4.24.C) with the threshold value determined experimentally. Next, the vertical 

projection profile method is applied to the binary image. By moving 46 pixels from the most 

superior boundary toward the distal fibula, the top boundary is defined (Figure 4.24.C), while 

the most inferior boundary is also determined using the vertical projection profile. The crop 

lines for the LT image are identical to the lines of the AP image. The left and right lateral 

boundaries are selected as outlined in the previous section. Figure 4.24 illustrates the automatic 

selection of the ROI based on the joint segmentation.  

 

Figure 4.24 Simulation of the ROI selection of the ankle (A) using the segmented joint (B) 
and its binary image (C) using simple thresholding. The result ROI (D) 

A         B       C      D 
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4.6.2 Post-processing of the Radiographs 

After ROI selection of the radiographs to isolate the ankle for reconstruction process, an 

additional round of post-processing is applied to prepare the images for the joint isolation 

process. This step involves padding the images to match the input size of the Joint Isolation 

networks and normalizing their intensity based on the maximum and minimum values from 

the dataset used to train the network. 

First, image padding is applied until the image reaches the required input size for the network. 

Since we have separate joint isolation networks for the AP and LT images, each network has 

its own specific input size. The intensity of the padded regions is set to the minimum intensity 

value of the input image. Next, the pixel intensities of the image are normalized between 0 and 

1 based on the maximum and minimum intensity values specific to each network. A final pair 

of processed AP and LT ankle images, ready for the next step, is shown in Figure 4.25. 

 

Figure 4.25 a pair of AP (A) and LT (B) images of the ankle preprocessed for the Joint 
Extraction Network 

 

 

4.7 Establishing the 2D/3D Reconstruction Pipeline 

After all networks are trained, we establish the pipeline to receive the AP and LT biplanar 

radiographs of a patient’s lower limb and generate a personalized 3D model of their tibiofibular 

joint. As depicted in Figure 4.1, first, the ROI is selected from the biplanar images. The ROI 

which isolates the ankle is then processed by JE-Nets to extract the joint. The ROI selection is 

simulated automatically as described in Section 4.6.1. After concatenation of the AP and LT 

A        B  
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images of the extracted joint, the 2D/3D registration network reveals the shape and pose 

parameters, constructing the personalized joint model in 3D space.  

The Point-to-Surface (P2S) error metric is used to evaluate the results of the pipeline. The 

personalized 3D model of the joint, generated from the ankle biplanar radiographs, is compared 

against the dense mesh obtained from the joint’s CT scan segmentation masks to compute the 

P2S error in mm in 3D space. 

In the following section, we describe the generation of the evaluation set for evaluating the 

pipeline. 

 

4.7.1 Generation of the Dataset for Pipeline Evaluation 

The evaluation dataset is generated based on the three left-out instances. The three left-out 

volumes ݈ܽ݊݇݁௜ாைௌ and ݆ݐ݊݅݋௜௩௢௟ಶೀೄ , ݅ = 1. .3 are used to generate evaluation instances. A data 

augmentation process similar to the one explained in Section 4.5.2 is conducted to augment 

the evaluation data to 1,000 instances. The rotations around the X and Y axes are restricted to 

±5 degrees, while the rotation around the Z axis is limited to ±15 degrees. For the first 3 cases 

in the dataset, the volumes are projected without any rotation. After that, for each subsequent 

case, a random volume is selected, and a random rotational degree is applied to each axis within 

the specified range. The selection of the parameters is performed using a uniform random 

distribution. Different scales are already present in the dataset, no additional scaling is applied. 

Algorithm 4.5 explains these steps. 

Since the selection of the ROI is currently simulated automatically but will eventually be done 

manually in future applications, we simulated the reproducibility of the operator by adding 

uniformly distributed noise to the selection of the most superior and most inferior crop lines. 

The most superior crop line, which is defined based on the tibial plafond, may shift toward the 

distal fibula, as the dataset does not provide slices on the opposite side. The maximum shift 

allowed is 12 pixels, which corresponds to approximately 3 mm in the EOS images. 

For the most inferior crop line, the movement is allowed in both directions, with the crop line 

potentially shifting toward the knee or the heel bone. Again, the maximum shift is 12 pixels, 

but we can also apply negative values, which would move the crop line toward the most 
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superior boundary. By introducing this noise into the ROI selection process, we generated an 

additional 1,000 instances, as described earlier, and for each instance, two random noise values 

are selected. This allows us to assess the impact of noisy ROI selection on the P2S 

reconstruction error. 

 

Algorithm 4.5 Generate Training dataset for Pipeline Evaluation 

Generate Training dataset for Pipeline Evaluation 

 

Input: 3 Segmented CT-scans ݈ܽ݊݇݁௜ 
Output: ܰ AP and LT radiographs of Ankle 

1 
 
2 

3 

4 

5 

6 

7 

8 

Rotate the ݈ܽ݊݇݁௜, ݅ = 1. .3 to align the ݆ݐ݊݅݋௜௠௘௦௛ಶೀೄ , ݅ = 1. .3 

While ݇ < ܰ 

          Choose a volume ݈ܽ݊݇݁௜ from the dataset using uniform distribution 

          Choose ݐ݋ݎ௫, ,௬ݐ݋ݎ  ௭  from a uniform distributionݐ݋ݎ

          Apply rotation to ݈ܽ݊݇݁௜ by ݐ݋ݎ௫, ,௬ݐ݋ݎ  ௭ݐ݋ݎ

          Apply Voxel Projector to ݈ܽ݊݇݁௜ to have the ܣ ௔ܲ௡௞௟௘஽஻ ,  

          and ܮ ௔ܶ௡௞௟௘஽஻  radiographs 

          Store ܣ ௔ܲ௡௞௟௘஽஻ ܮ , ௔ܶ௡௞௟௘஽஻ ,௫ݐ݋ݎ , ,௬ݐ݋ݎ  ݅ ௭ andݐ݋ݎ
 

 

4.8 Syndesmosis Clinical Parameters Assessment on 3D model 

After generating the personalized 3D model of the tibiofibular joint from ankle biplanar 

radiographs, we calculate the syndesmosis clinical parameters. The model is presented in a 3D 

space within the real coordinate system in mm, enabling the calculation of clinical parameters 

in 3D. Moreover, since the personalized model is constructed with the same topology as our 

statistical shape model, the identification of key landmarks on the mean shape, which are 

required for the calculation of clinical parameters facilitates the automatic computation of the 
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parameters on the personalized model. The following sections detail the process for calculating 

these parameters. 

It is important to note that variations in joint size among patients may affect the anatomical 

landmarks. For instance, the 15 slices above the tibial plafond may not always correspond to 

the exact same anatomical structures across different patients. However, for clinical parameter 

calculations, we adhere to established medical research guidelines, which approximate these 

anatomical landmarks consistently. The landmark selection is visually inspected and verified 

by an expert. 

To quantify variability across observers, the interobserver variability was computed as the 

standard deviation of measurements obtained by two experts, reported together with the mean 

value. The experts’ relative variability (%) was then defined as the variability normalized by 

the reference value (which is the average of the two experts), allowing comparisons across 

parameters of different magnitudes. Equation (4.12) defines experts’ relative variability, where ܧଵ and ܧଶ denote the values measured by two independent observers. 

(%)ݕݐ݈ܾ݅݅ܽ݅ݎܽݒ ݁ݒ݅ݐ݈ܽ݁ݎ ’ݏݐݎ݁݌ݔܧ  = ଵܧ| − ଵܧ|ଶܧ + ଶ2ܧ × 100 (4.12) 

 

As mentioned, the reference value ܴ݂݁ for each parameter was obtained as the average of the 

expert measurements. The automatic method error was evaluated by comparing the automatic 

measurement (݋ݐݑܣ) to the reference. This is defined in Equation (4.13). 

݁ܿ݊݁ݎ݂ܴ݁݁ ݏݒ ݋ݐݑܣ  = ݋ݐݑܣ| − ܴ݂݁| (4.13) 

 

Finally, the relative error (%) was defined as the absolute error normalized by the reference 

value, providing a scale-independent measure of accuracy (Equation (4.14)). 

(%) ݎ݋ݎݎܧ ݁ݒ݅ݐ݈ܴܽ݁  = ݋ݐݑܣ| − ܴ݂݁|ܴ݂݁ × 100 (4.14) 
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These complementary metrics enable a comprehensive evaluation: interobserver variability 

highlights human measurement uncertainty, experts’ relative variability expresses 

measurement reproducibility, reference values serve as the gold standard, and relative errors 

assess the accuracy of the proposed automatic method. 

 

4.8.1 Selection of the Landmarks on the Statistical Shape Model 

To calculate the syndesmosis clinical parameters, as described in Figure 1.7, we need to 

identify specific landmarks on the mean shape, according to the definition outlined in section 

1.4.2. These landmarks are utilized following the reconstruction of the personalized joint 

model to compute clinical parameters. To reproduce the parameters reported in the literature 

(Nault et al., 2013), we calculated them in 2D, even though these parameters can also be 

extended into three-dimensional space, based on the reconstructed personalized model. This 

helps enabling direct comparison with values estimated by clinical experts on the CT slice 

(Nault et al., 2013), which are inherently two-dimensional. As mentioned in section 1.4.2, all 

parameters, except for ‘angle2’, are calculated 15 slices above the tibial plafond in the CT 

volume. This corresponds to 7.625 mm above the tibial plafond and 7.625 mm below the most 

superior vertex in the model (since the model includes 30 slices above the tibial plafond from 

the CT volumes). The ‘angle2’ parameter is calculated on the talar dome. 

Below is the list of clinical parameters and the landmarks required for their calculation. These 

landmarks are shown in Figure 4.26. 
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Figure 4.26 Syndesmosis clinical parameters and the landmarks needed for calculating them 
Taken and Modified from Nault et al. (2013) 

 

- a: parameter ‘a’ is the distance between two landmarks ‘a1’ and ‘a2’. 

- b: parameter ‘b’ is the distance between two landmarks ‘b1’ and ‘b2’. 

- c: parameter ‘c’ is the distance between two landmarks ‘c1’ and ‘c2’. 

- d and e: parameter ‘d’ and ‘e’ are calculated by drawing a line between landmarks ‘a1’ 

and ‘b1’, finding the center of this line, and then drawing a perpendicular line at the 

center. The distance from the landmark ‘d′’ (the most anterior point of the fibula) and 

‘e′’ (the most posterior point of the fibula) to this perpendicular line defines parameters 

‘d’ and ‘e’, respectively.  

- f: parameter ‘f’ is calculated by drawing a line between landmarks ‘a1’ and ‘b1’ and 

then drawing a 2nd line at landmark ‘a1’, perpendicular to the 1st line. The distance 

between landmark ‘d′’ and the 2nd line defines parameter ‘f’. 

- angle1: Parameter ‘angle1’ is the angle between two lines: the first line drawn between 

landmarks ‘a1’ and ‘b1’, and the second line drawn between landmarks ‘d′’ and ‘e′’. 

- angle2: To calculate ‘angle2’, the talar dome is selected on the model, and 8 landmarks 

are identified: ‘angle2_a1’, ‘angle2_a2’, ‘angle2_a3’ and ‘angle2_a4’ on tibia, and 

‘angle2_b1’, ‘angle2_b2’, ‘angle2_b3’ and ‘angle2_b4’ on fibula. The angle between 

these two lines passing through the selected points is computed to define ‘angle2’. 

Choosing four points for defining each line makes the calculation more robust to small 

movements of the vertices. The line is fitted to the 4 landmarks. 
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In conclusion, the originally defined clinical parameters are automatically calculated using 

these 16 identified landmarks. Figure 4.27 shows the landmarks and intersecting planes (black 

line at 7.625 mm above the tibial plafond and the blue line at talar dome). These landmarks are 

identified and recorded manually on the mean shape in 3D and then used to automatically 

calculate the clinical parameters after the personalized 3D reconstruction process is completed. 

To ensure the accuracy and reliability of the landmark selection process, it was reviewed and 

verified by a medical professional. However, due to the nature of triangular meshes, the 

selected vertices do not necessarily lie on a single plane (e.g., they may be slightly offset). 

While selecting vertices directly on the model facilitates the automatic calculation of clinical 

parameters, they may not provide an exact contour on the intersecting plane, nor identify 

landmarks as precisely as manual selection after reconstruction. Moreover, when vertices are 

not confined to a plane parallel to the CT slices, the resulting parameters may deviate from the 

clinical reference values established by two orthopedic specialists (Nault et al., 2013). To 

ensure consistency with expert assessments and maintain calculations in 2D, it is therefore 

necessary to project the model landmarks onto corresponding 2D planes and compute the 

clinical parameters accordingly. This step was essential to validate the method and confirm 

that the computed parameters align with those obtained through traditional manual assessment 

by experts. 

 

Figure 4.27 Landmarks identified to calculate the syndesmosis clinical parameters on the 
mean shape in 3D and at two different plane intersections (7.625 above the tibial plafond, 
indicated by the black line, and the talar dome, indicated by the blue line). ‘a1’ and ‘a2’ 

shown as red, ‘b1’ and ‘b2’ shown as blue, ‘c1’ and ‘c2’ shown as green, ‘d’ and ‘e’ shown 
as cyan and yellow respectively, and the 4 vertices for each line of angle2 are shown in 

orange and violet. 
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4.8.2 Calculation of the Parameters based on Reconstructed 3D model on a 2D 

reference plane 

To match the clinical parameters calculated in our method with those described in the literature 

(Nault et al., 2013), which were originally computed in 2D from CT scan slices, we projected 

all the selected landmarks defined on the 3D model (outlined in previous section) onto their 

corresponding 2D planes. This projection ensures consistency with the clinical parameters 

calculated in the 2D space of CT scans. 

To facilitate the projection process, a reference plane is defined by three vertices located at the 

most superior part of the model, as shown in Figure 4.28 by the purple line. This plane is 

parallel to all CT slices, including the one 7.625 mm above the tibial plafond and the one at 

the talar dome, and is easier to define as a large number of vertices lie on it. We project all 

identified 3D landmarks onto this plane and then proceed to calculate the clinical parameters 

in 2D space. This approach allows us to directly compare our computed parameters with those 

traditionally derived from CT scan slices, ensuring that the method is consistent with existing 

clinical practices. 

 

Figure 4.28 Showing existing and new landmarks to define the reference plane. The three 
landmarks are shown in black. 
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4.9 Conclusion 

This chapter provided a comprehensive explanation of the methodology used to reconstruct a 

personalized 3D model of the tibiofibular joint from ankle biplanar radiographs. The 

methodology is structured in several key stages, including dataset cleaning and preprocessing, 

multi-class segmentation of the CT scan cases, 3D statistical shape and intensity modeling, 

Joint extraction from the biplanar radiographs using deep learning-based methods, 2D/3D deep 

learning-based registration, and the assessment of syndesmosis clinical parameters. Each step 

was carefully designed to ensure accuracy, robustness, and reproducibility in the reconstruction 

process. 

The first step involved dataset cleaning, which was essential for ensuring high-quality input 

data. Multi-class segmentation was then performed on the CT scan dataset to differentiate the 

tibia, fibula, and foot from other anatomical structures. This segmentation phase played a 

critical role in the accuracy of the subsequent 3D modeling and reconstruction steps. 

A core part of this methodology was the construction of a 3D SSIM for the tibiofibular joint. 

This process involved meshing segmented joint structures, matching the meshes, aligning them 

through Generalized Procrustes Analysis (GPA), and applying Principal Component Analysis 

(PCA) to capture shape variations. By incorporating intensity information into the model, the 

reconstruction approach ensured a more precise representation of the bone structures. 

Another significant aspect was the extraction of the tibiofibular joint in radiographs. This step 

aimed to isolate the joint while eliminating other structures. A deep learning-based denoising 

autoencoder model was trained for this purpose, using a dataset of digitally reconstructed 

radiographs from the segmented volumes. Post-processing techniques were applied to further 

refine the outputs. 

A deep learning-based one-shot 2D/3D registration approach was then implemented to align 

the 3D statistical model with joint’s biplanar radiographs. This registration process aimed to 

minimize the reconstruction time while increasing the reconstruction accuracy. By leveraging 

a CNN-based network for 2D/3D registration for both feature extraction and the registration 

task, the applied methodology improved automation and reduced reliance on manual 

interventions. 
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Finally, syndesmosis clinical parameters were extracted from the personalized reconstructed 

3D model. The placement of anatomical landmarks on the mean shape was obtained manually, 

which is then used to enable automatic calculation of the parameters. 

Overall, the methodology presented in this chapter establishes a novel and robust pipeline for 

reconstructing personalized 3D models of the tibiofibular joint. The combination of the 

statistical shape modeling and deep learning-based registration ensures high accuracy and 

reproducibility, leveraging the advances of each technique. The next chapter will present the 

experimental validation and results, evaluating the effectiveness of this approach through 

quantitative and qualitative assessments. 

 

 

 





 

CHAPITRE 5 
 

EXPERIMENTS AND RESULTS 

5.1 Introduction 

In the previous chapter, we introduced the methodology for reconstructing a personalized 3D 

model of the tibiofibular joint using biplanar radiographs of the ankle. This methodology 

encompasses multiple stages, including dataset preparation, multi-class segmentation, 3D 

statistical shape and intensity modeling, Joint extraction from radiographs, deep learning-based 

2D/3D reconstruction, and the extraction of clinically relevant syndesmosis parameters. Each 

stage was designed to generate accurate results independently while ensuring seamless 

integration with the other steps. 

This chapter presents the experimental validation of the proposed methodology, aiming to 

assess the performance of each stage of the pipeline using both quantitative and qualitative 

metrics, where applicable. Additionally, the integration of individual components into the 

complete 2D/3D reconstruction pipeline is evaluated to ensure coherence and accuracy across 

the system. 

The chapter is organized into two main sections: Experiments and Results. The Experiments 

section details the implementation and testing procedures for each component of the 

methodology. The Results section presents the outcomes of these experiments along with 

corresponding analyses. 

The Experiments section begins with the procedures applied to the dataset, followed by 

experiments involving the Statistical Shape and Intensity Models, the 2D/3D reconstruction 

network, and the Joint Extraction Networks. This is followed by experiments related to region 

of interest (ROI) selection and the assembly of the full reconstruction pipeline. The final 

subsection addresses the experimental procedures used for the estimation of clinical 

parameters. 

In the Results section, we begin by analyzing the dataset characteristics and presenting a 

qualitative evaluation of the segmentation results and mesh matching process. The Statistical 

Shape and Intensity Models are assessed using both qualitative comparisons and quantitative 
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metrics. The 2D/3D reconstruction network is evaluated based on its convergence graph, 

parameter-wise normalized loss values, point-to-point reconstruction accuracy in millimeters, 

and shape and pose parameter errors. The performance of the Joint Extraction Networks is then 

analyzed by convergence graphs, loss values, and PSNR between the generated and ground 

truth images. Finally, we present the results of the complete reconstruction pipeline, 

demonstrating its effectiveness in producing accurate 3D model reconstruction from ankle 

biplanar radiograph. An evaluation of the effect of ROI selection on reconstruction accuracy 

of the pipeline is explored in the next section, considering both ideal and noisy selections of 

crop lines.  The chapter concludes with an evaluation of the estimated clinical parameters, 

which are compared against reference values from professional physicians specializing in 

ankle, to validate their accuracy. 

The outcomes of these experiments will help determine the feasibility of our approach for 

clinical applications. By systematically analyzing the performance of each methodological 

component, this chapter provides a comprehensive evaluation of our method’s strengths and 

limitations. These findings will serve as the basis for the next chapter, where we will discuss 

the broader implications of our results and explore potential refinements to enhance the 

methodology. 

 

5.2 Experimental Design and Implementation 

5.2.1 Dataset Statistics 

The cleaned dataset consists of 53 ankle CT scans collected between 2007 and 2018, covering 

patients aged 17 to 69 years. Among these, 25 scans correspond to the right ankle and 28 to 

the left. The majority of cases involve patients diagnosed with Talus or Calcaneus fractures. 

However, all were classified as non-pathological with respect to the tibiofibular syndesmosis. 

Some cases include the presence of medical interventions such as pins in the Talus or 

Calcaneus, as well as arthrography. These procedures did not impact the tibiofibular joint, 

which is the primary focus of this study. 
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To ensure consistency across the dataset, scans were analyzed for spatial resolution 

characteristics. While pixel spacing varies from 0.23 mm to 0.54 mm between cases, the slice 

thickness and inter-slice spacing are uniformly set at 0.625 mm and 0.5 mm, respectively. 

These parameters were taken into account during the conversion of segmented CT volumes 

into 3D meshes. The generated meshes were represented in millimeters to maintain geometric 

consistency and were subsequently simplified to ensure compatibility with downstream 

processing stages. The experiments applied for segmentation, mesh conversion, and 

simplification are detailed in next sections. 

The dataset used in this study consists exclusively of non-pathological syndesmosis cases, 

meaning the proposed pipeline has been trained and validated only under normal syndesmosis 

anatomical conditions. This restriction limits its current applicability to pathological scenarios. 

 

5.2.2 Segmentation of the Joint and Ankle 

The segmentation process was evaluated qualitatively through expert visual inspection. An 

experienced physician specializing in ankle surgery and clinical assessment manually reviewed 

three randomly selected cases from the dataset. For each selected case, the physician examined 

all segmented CT slices of both the ankle and the tibiofibular joint in a consecutive slice-by-

slice manner to verify anatomical accuracy and consistency. 

Following the segmentation, the 3D masks of the ankle, tibia, and fibula were post-processed 

using a Gaussian smoothing filter. A 3D Gaussian kernel with a standard deviation of 1.5 was 

applied to each mask. This value was determined empirically to balance the smoothing effect, 

reducing voxel-level noise while preserving the original shape and avoiding significant 

geometric shrinkage. The smoothed masks ensured suitable surface quality for subsequent 

mesh generation. 

 

5.2.3 Generation of the Meshes on CT scan masks 

The 3D surface meshes of the tibia and fibula were generated in both high- and low-density 

versions to support different stages of the reconstruction pipeline. The dense tibia meshes 
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consist of approximately 18K to 71K vertices, while the fibula meshes range from 11K to 39K 

vertices. The low-density versions of tibia and fibula meshes consist of approximately 6K to 

24K, and 4K to 13K, respectively. Consequently, the joint sizes for low-density meshes range 

from 10K to 38K vertices.  The high-resolution models retain detailed anatomical structure. 

Figure 5.1 illustrates the largest and the smallest joints (tibia and fibula) across the dataset. 

 

Figure 5.1 The largest and smallest ankle dense meshes in the dataset 

 

The generated meshes are not watertight (Figure 5.1) due to the meshing process. One vertex 

is added to the center of the top vertices of all low-density tibias and all fibulas within the 

dataset and corresponding edges are also added to form new faces. Figure 5.2 shows a side-

by-side comparison of a high-density mesh and its low-density version. In the representative 

case, the tibia mesh size was reduced from 35,135 to 12,017 vertices, and the fibula from 

20,135 to 6,936 vertices. 
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Figure 5.2 The largest ankle dense meshes and their simplified watertight version 

 

5.2.4 Building a 3D Statistical Shape and Intensity Model of the Tibiofibular Joint 

After completing the segmentation process, the next step involved matching the meshes and 

constructing a statistical shape model based on the matched meshes. The following sections 

present the experiments related to these steps. 

 

5.2.4.1 Matching the Meshes 

To enable statistical analysis and ensure that all meshes are aligned within a common 

coordinate system, a consistent topology across the dataset is required. This means that each 

mesh within its class (tibia or fibula) must have the same number of vertices and faces, enabling 

vertex-to-vertex correspondence across subjects. Standardizing the topology ensures that 

corresponding vertices represent the same anatomical landmarks in each mesh. 

To achieve this, a one-to-one registration process was applied by aggregating vertices in one-

to-many matches, resulting in standardized meshes. Following this procedure, all tibia meshes 

were standardized to 6,278 vertices, and all fibula meshes to 3,653 vertices. This uniform 
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representation is critical for subsequent tasks such as statistical shape modeling and vertex-

wise analysis. 

 

5.2.4.2 Generalized Procrustes and Principal Components Analysis 

Given that all meshes share a consistent topology, Generalized Procrustes Analysis (GPA) was 

applied to eliminate variations due to rotation, translation, and scaling. This normalization step 

is essential for performing Principal Component Analysis (PCA) on the vertex data. 

Prior to applying GPA and PCA, the tibiofibular joint was modeled by combining the vertices 

and faces of the tibia and fibula meshes for each subject. For each case, the joint vertex matrix ݆ݐ݊݅݋௜௏  consists of 9,931 vertices, obtained by concatenating the tibia and fibula meshes. GPA 

was then applied to all joint meshes ݆ݐ݊݅݋௜௏ , ݆ = 1. .53 to bring them into a common coordinate 

frame. 

Following alignment, PCA was applied to the matrix of joint vertices. To represent 90% of the 

total shape variation, the first 18 principal components (eigenvectors) were retained. This 

reduced representation was used to evaluate the performance of the Statistical Shape Model 

(SSM) of the tibiofibular joint. 

 

5.2.4.3 Intensity Modeling 

To establish a baseline for intensity modeling, we computed the average voxel intensity of the 

tibia and fibula volumes across all cases in the dataset. This basic approach serves as a 

simplified intensity representation when generating volumetric data from the Statistical Shape 

Model, facilitating the repetitive process. 

 

5.2.5 One-shot 2D/3D Reconstruction of the Distal Tibiofibular Joint from Biplanar 

Radiographs using Deep Learning Registration 

The 2D/3D reconstruction network was trained using DRRs generated from the Statistical 

Shape Model by systematically varying its parameters. This section describes the experimental 
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setup used to train and test the network, including the generation of input data and the design 

of the training procedure. 

 

5.2.5.1 Generated Dataset for 2D/3D Reconstruction Network 

A total of 30,000 synthetic instances were generated using the method described in Section 

4.4.2 to train the 2D/3D registration network. Each instance includes an AP-LT radiograph of 

the tibiofibular joint, 18 shape parameters, 3 rotational parameters, and one scaling parameter. 

All parameters were normalized relative to their respective maximum values to ensure 

consistency and stability during training. These maximum values were retained to allow for 

accurate rescaling to the original parameter ranges when needed. 

The synthetic DRRs were preprocessed to produce uniform input dimensions, with the final 

image size set to 460 × 890 pixels after all post-processing steps. 

 

5.2.5.2 Hyperparameter Optimization 

To identify the optimal combination of hyperparameters for the 2D/3D registration network, a 

grid search strategy was employed. The following hyperparameters and value sets were tested: 

- Learning rate: {0.15, 0. 1, 0.05, 0.01} 

- Dropout rate: {0.1, 0.2, 0.3, 0.4} 

- Batch size: {8, 12, 16} 

Each configuration was trained for five epochs to allow for rapid evaluation. To further reduce 

computational overhead, only the first 5,000 instances from the dataset were used during this 

optimization stage. 

Model performance was monitored using the loss values, which are directly correlated with 

the accuracy of the predicted parameters and, consequently, the precision of the reconstructed 

3D shapes. For evaluation purposes, the dataset was split into training (80%), validation (10%), 

and test (10%) subsets, with the test set comprising 500 instances. 
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5.2.5.3 Training, Validation, and Testing of the Network 

With the optimal hyperparameters identified, the 2D/3D reconstruction network was trained 

using the full dataset of 30,000 synthetic instances. From this dataset, 10% (3,000 instances) 

were reserved as a test set, while the remaining data were further divided into training (90%) 

and validation (10%) subsets. 

The training was conducted using early stopping based on validation loss, and the learning rate 

was scheduled to automatically reduce when no improvement was observed.  

 

5.2.5.4 Evaluation of the 3D reconstruction accuracy of the Shape 

While error metrics in the parameter space provide useful insights into network prediction 

performance, they do not fully reflect the accuracy of the reconstructed 3D geometry. Given 

that the reconstructed meshes generated from shape parameters share the same topology as the 

statistical shape model, a more direct geometric evaluation was conducted in 3D space. 

For each test instance, a mesh was reconstructed using the network-predicted shape 

parameters. This mesh was then rotated and scaled based on the predicted pose and scaling 

parameters. A corresponding ground truth mesh was reconstructed using the recorded (true) 

shape and pose parameters. The two meshes were then compared using point-to-point error in 

3D space (in millimeters), with errors computed over all corresponding vertices. 

 

5.2.6 Isolation of the Tibiofibular Joint skeletal structure in biplanar radiographs 

This section describes the experimental setup for training and testing the two Joint Extraction 

Networks (JE-Nets), which are responsible for isolating the tibia and fibula from other 

structures in the input images. 
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5.2.6.1 Generated Dataset for Joint Extraction Networks 

As described in Section 4.5.2 , the 3D volumes were rotated randomly using a set of pose 

parameters to synthetically augment the training dataset. The parameters are taken from 

uniform distributions. This technique is used to simulate anatomical variability and to increase 

the diversity of the training data. 

To generate 2D training images, the voxel projector process was applied to the rotated volumes 

to create DRRs of the ankle and joint in AP and LT directions. This process resulted in a total 

of 15,000 AP-LT image pairs for use in training and evaluation. 

After generating the DRRs, post-processing was applied to standardize the image dimensions 

across the dataset. The final image resolution was set to 620 × 400 pixels for AP images and 

980 × 400 pixels for LT images. 

 

5.2.6.2 Hyperparameter Optimization 

A grid search was conducted to determine the optimal combination of hyperparameters for the 

Joint Extraction Networks (JE-Nets), which were trained separately for AP and LT networks. 

The following hyperparameter values were tested: 

- Learning rate: {0.005, 0.001, 0.0005, 0.0001, 0.00005} 

- Dropout rate: {0.1, 0.2, 0.3, 0.4} 

- Batch size: {8, 12, 16} 

- Alpha: {0.95, 0.9, 0.8, 0.7}, where alpha controls the balance between the network’s 

loss components. 

Each combination was trained for 5 epochs to enable rapid evaluation. To further accelerate 

the optimization, only the first 5,000 instances from the dataset were used for training. 

Instead of relying solely on training or validation loss, Peak Signal-to-Noise Ratio (PSNR) was 

used as the evaluation metric, as it directly reflects the visual quality of the predicted outputs. 

The dataset was partitioned into training (80%), validation (10%), and test (10%), with 500 

test instances used for PSNR evaluation across all configurations. 
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5.2.6.3 Training, Validation, and Testing the Joint Extraction Networks 

With the optimal hyperparameters identified, both JE-Net-AP and JE-Net-LT were trained 

using the complete dataset of 15,000 instances. Of this dataset, 10% (1,500 instances) were 

reserved for testing, while the remaining data were divided into training (90%) and validation 

(10%) subsets. 

Early stopping based on validation loss was applied to prevent overfitting. Additionally, a 

learning rate reduction strategy was used, where the learning rate was halved if no 

improvement in validation loss was observed. Training and validation loss values were 

monitored throughout the training process for both networks. 

 

5.2.7 Establishing the 2D/3D Reconstruction Pipeline 

Since the components of the pipeline were trained independently, the next phase involved 

integrating them into a complete system and evaluating its overall performance on tibiofibular 

joint reconstruction from ankle radiographs. For this evaluation, three left-out CT cases were 

used, and cases are augmented to 1,000 instances through random rotations of both ankle and 

joint volumes. This augmentation was designed to assess the rotational robustness of the 

pipeline. 

Once the dataset is generated and saved in DICOM format, the voxel projector was applied to 

generate AP and LT DRRs of ankle for each instance. A perfect ROI selection was performed 

automatically using the joint segmentation masks to localize the region of interest, simulating 

the ROI selection by the operator. 

The resulting AP and LT images were then processed to ensure compatibility with the input 

dimensions expected by the JE-Nets. These networks extract the joint structures and adjust 

pixel intensity values according to the intensity information stored in the model. The output 

images were then refined by cropping to isolate the joint regions in both AP and LT views, 

following by a concatenation process to form an AP-LT image of the joint. 
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Finally, each AP-LT image was passed through the trained 2D/3D reconstruction network, 

which predicted the shape and pose parameters required to reconstruct the corresponding 3D 

mesh of the joint. All images were prepared to match the size and intensity characteristics of 

the network's training data. 

To assess the accuracy of the 3D reconstruction produced by the pipeline, the point-to-surface 

(P2S) distance was used as the evaluation metric. Each reconstructed mesh was compared to 

its corresponding dense ground truth mesh, which accurately represents the surface of the 

segmented CT data. For every vertex in the reconstructed mesh, the minimum distance to the 

surface (represented by dense vertices) of the ground truth mesh was computed. 

 

5.2.8 Reproducibility Error on Selection of the Region of Interest 

To simulate real-world conditions where region of interest (ROI) selection will likely be 

performed manually, an additional evaluation dataset was created. This dataset was derived 

from the same 1,000 augmented instances used in the previous experiment. A uniform 

randomly selected noise of up to 12 pixels was introduced to the automatically selected ROI, 

following the procedure outlined in the methodology section. The aim is to analyze the effect 

of the non-perfect ROI selection on the reconstruction accuracy. 

Noise was applied independently to the tibial plafond and distal fibula selected landmarks. For 

the distal fibula, the noise ranged from −12 to +12 pixels, as the landmark could shift in either 

direction. For the tibial plafond, only positive noise values were used, since upward shifts 

(toward the knee) are constrained by the limited number of slices available in the image 

volume. 

 

5.2.9 Syndesmosis Clinical Parameters calculation on reconstructed 3D model 

The evaluation of syndesmosis clinical parameters was performed on the three left-out CT 

instances used in the full pipeline assessment. Since the 1,000 augmented cases involved only 

rotational transformations and did not introduce shape deformation, the clinical parameters 
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remained unchanged across these augmented instances. Consequently, only the original three 

base cases were retained for evaluating the accuracy of clinical measurements. 

To establish ground-truth values, two fellowship-trained ankle specialists independently 

measured the relevant anatomical parameters on the reference CT data. Their measurements 

served as the clinical reference values against which the reconstructed meshes were compared. 

This dual-observer evaluation not only provided a reliable gold standard but also allowed us 

to quantify the interobserver variability, which reflects the inherent uncertainty and variability 

between expert clinicians. 

Building on these reference values, several complementary metrics were calculated to 

comprehensively assess the accuracy of clinical parameter estimation from the reconstructed 

3D models. These include the interobserver variability, which quantifies agreement between 

the two experts, the experts’ relative variability, which normalizes variability by the parameter 

magnitude for non-scaled comparison, the reference values themselves, representing the gold 

standard, the absolute error between the automatic method and the reference (Auto vs. Ref), 

which indicates the raw deviation of our approach, and finally the relative error, which 

normalizes this deviation to enable scale-independent comparisons across parameters of 

different units and magnitudes. 

By integrating these metrics, the evaluation provides both a measure of the reliability of expert-

derived parameters and a detailed assessment of the accuracy of the proposed automatic 

reconstruction method. This multi-metric analysis ensures that the results capture not only the 

average error but also the variability introduced by human observers, thereby offering a more 

clinically relevant perspective on the robustness and applicability of the pipeline. 

 

5.3 Evaluation Results and Analysis 

5.3.1 Dataset Statistics 

Although all CT scans were classified as non-pathological, certain cases exhibited treatment-

induced distortions that affected the quality of intensity information. Artifacts introduced by 

medical interventions, such as metallic pins, were visible in a subset of cases and posed 
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potential challenges for the intensity-based learning stages of the pipeline, particularly in the 

training of the Joint Extraction Networks (JE-Nets). Nonetheless, as the tibia and fibula 

remained structurally unaffected, the primary anatomical targets for reconstruction and 

analysis were preserved. 

Given that the methodology is intended for application on anteroposterior (AP) and lateral (LT) 

radiographs acquired in a weight-bearing and neutral position, the ideal reference would be CT 

scans captured under similar biomechanical conditions. Although the current dataset lacks such 

simulations, future data acquisition could incorporate external forces during CT to replicate 

weight-bearing postures. 

It is also noted that minor positional variations of the tibia and fibula during plantarflexion and 

dorsiflexion are negligible. However, other structures like the talus are more sensitive to such 

movements. To minimize alignment variability and improve the robustness and clinical 

relevance of the reconstructed 3D models, it is recommended that all CT scans be acquired 

with the foot positioned neutrally. 

 

5.3.2 Segmentation of the joint and Ankle 

The results of the segmentation process are illustrated in Figure 5.3, which shows 22 

consecutive CT slices with multi-class segmentation. The tibia is labeled in red, the fibula in 

blue, and the ankle and foot structures in yellow. As the slices move toward the distal end of 

the fibula, the tibia, initially segmented as a single continuous structure, begins to separate into 

multiple regions as the talus becomes visible in the center. Eventually, the tibia disappears, and 

in contrast, the distal fibula remains present over several additional slices before gradually 

fading as the image approaches the heel bone. 

To ensure full anatomical coverage and incorporate a safety margin, the ankle segmentation is 

extended by an additional 15 slices beyond the slice where the fibula completely disappears. 

Slice numbers are included in the corner of each image for reference. A full example of the 

segmented slice sequence is provided in ANNEX I. 
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Figure 5.3 multi-class segmented CT slices, indicating tibia (in red), fibula (in blue) and 
ankle and foot (in yellow) 

 

5.3.3  Generation of Meshes on CT scan masks 

The impact of mesh simplification on surface fidelity was evaluated by calculating the Point-

to-Surface (P2S) errors in millimeters between the dense and simplified meshes. Figure 5.4 

and Figure 5.5 illustrate the distribution of 3D surface errors for the tibia and fibula, 

respectively, across all cases in the dataset. These figures provide a per-case visualization of 

surface deviation due to mesh simplification. 



133 

 

Figure 5.4 Distribution of the errors in 3D space caused by simplification of the tibia meshes 

 

Figure 5.5 Distribution of the errors in 3D space caused by simplification of the fibula 
meshes 

 

Summary statistics of the P2S errors are reported in Table 5.1. These results confirm that the 

simplification process preserves anatomical shape fidelity with sub-millimeter accuracy, 

making the low-density meshes suitable for further modeling and analysis. 
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Table 5.1 Mesh simplification error statistics 

Shape Mean ± STD (mm) Min (mm) Max (mm) 

Tibia 0.22 ± 0.10 0.00 1.08 

Fibula 0.21 ± 0.09 0.00 0.85 

 

 

5.3.4 Building a 3D Statistical Shape and Intensity Model of the Tibiofibular Joint 

5.3.4.1 Match the Meshes 

The consistency of mesh alignment and vertex correspondence was qualitatively evaluated 

using color-coded visualizations. Figure 5.6 and Figure 5.7 display four randomly selected 

tibia and fibula meshes, respectively, with color maps applied based on vertex index IDs. 

Although ground truth correspondences are unavailable, the visual consistency of color 

patterns across different meshes provides a qualitative measure of registration accuracy. 

Similar color distributions across anatomically equivalent regions indicate that the meshes are 

well-aligned and that corresponding vertices represent the same anatomical landmarks across 

the dataset. In addition, an indirect quantitative measure, proving the quality of the 

correspondences are the quality metrics of the SSM built on the matched meshes, which is 

presented in the following sections. 

 

Figure 5.6 Randomly selected tibia meshes, colorized by the vertex indices, showing visual 
consistency through shapes 
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Figure 5.7 Randomly selected fibula meshes, colorized by the vertex indices, showing visual 
consistency through shapes 

5.3.4.2 Generalized Procrustes and Principal Components Analysis 

The performance of the Statistical Shape Model was evaluated using four standard criteria: 

Compactness, Generalization, Specificity, and Accuracy. These metrics assess different 

aspects of model quality: 

- Compactness measures how efficiently the model captures shape variation with a 

limited number of components. 

- Generalization assesses how well the model can represent unseen shapes. 

- Specificity evaluates how realistic the shapes generated by the model are. 

- Accuracy quantifies how well the model reconstructs known shapes. 

The corresponding results are illustrated in Figure 5.8, Figure 5.9, Figure 5.10 and Figure 5.11. 

For the specificity analysis, 1,000 synthetic samples were generated using the learned shape 

parameters. 

Strong performance across all four metrics also serves as an indirect validation of the mesh 

matching and alignment process, indicating that the statistical model was constructed from 

consistently aligned and topologically correct data. 
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Figure 5.8 Compactness of the joint model 

 

Figure 5.9 Generalization of the joint model (mm) 
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Figure 5.10 Specificity of the joint model (mm) 

 

 

Figure 5.11 Accuracy of the joint model (mm) 
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5.3.4.3 Intensity Modeling 

The resulting average intensity, denoted as ܫ௦௜௠௣௟௘, was computed to be 1321 in a 16-bit image 

space. This single intensity value is used to fill the voxels when generating synthetic volumes 

from the model, providing a uniform approximation of bone density. 

5.3.5 One-shot 2D/3D Reconstruction of the Distal Tibiofibular Joint from Biplanar 

Radiographs using Deep Learning Registration 

5.3.5.1 Generated Dataset for 2D/3D Registration Network 

To better understand the variability and coverage of the generated training data, the 

distributions of the shape and pose parameters were visualized using histograms. Figure 5.12 

presents the histograms for the 18 shape parameters, illustrating the range and density of shape 

variation across the synthetic dataset. Figure 5.13 displays the distributions of the rotational 

parameters (in radians) and the scaling parameter, confirming a diverse and well-balanced 

representation of pose and scale variations for training. 

 

Figure 5.12 Histogram of Shape parameters in the generated dataset 
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Figure 5.13 Histogram of Pose and Scale parameters in the generated dataset 

 

 

5.3.5.2 Hyperparameter Optimization 

Based on the evaluation of the loss values across all tested configurations, the optimal 

hyperparameter combination for the 2D/3D registration network was determined as follows: 

- Learning rate: 0.15 

- Dropout rate: 0.1 

- Batch size: 8 

Figure 5.14 presents the heatmaps of the test set loss values for all combinations, illustrating 

the influence of each hyperparameter on model performance. These results were used to select 

the final configuration for subsequent full training and evaluation of the network. 
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Figure 5.14 2D/3D registration network hyperparameter optimization heatmaps 

5.3.5.3 Training, Validation and Testing of the Network 

Figure 5.15 illustrates the convergence of the training and validation losses throughout the 

training process. 

 
Figure 5.15 Convergence plot of the 2D/3D registration network 

 

The training process concluded at epoch 253 due to the lack of further improvement in 

validation loss. At this point, the final training loss was 0.0157, and the validation loss reached 
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0.0071. During training, the learning rate was reduced 11 times, halving at each step, and 

ultimately reaching 7.32 × 10⁻⁵ in the final epoch. 

On the test set, the model achieved a loss of 0.018, demonstrating good generalization to 

unseen data. The distribution of prediction errors for each of the 18 shape parameters is shown 

in Figure 5.16, while the error distributions for the three pose parameters and the scaling 

parameter are presented in Figure 5.17. Table 5.2 presents the statistical summary of the error 

distribution for each parameter. 

 

 

Figure 5.16 Shape parameters error histogram 
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Figure 5.17 Pose and Scale parameters error histogram 

Table 5.2 Reconstruction network output parameters error statistics 

Parameter Mean ± STD Min Max Parameter Range 

Shape Parameter 1 -0.14 ± 6.75 -32.6118 40.49249 ±228.091 

Shape Parameter 2 0.22 ± 6.71 -35.036 57.38702 ±202.793 

Shape Parameter 3 0.02 ± 6.4 -49.8786 48.09783 ±198.117 

Shape Parameter 4 0.11 ± 4.53 -30.8344 30.1882 ±151.834 

Shape Parameter 5 -0.19 ± 4.44 -23.7041 40.17647 ±140.541 

Shape Parameter 6 0.11 ± 3.26 -20.6052 15.38627 ±115.319 

Shape Parameter 7 0.09 ± 3.47 -31.8972 22.26545 ±102.671 

Shape Parameter 8 0.07 ± 3.07 -16.4077 27.82063 ±85.299 

Shape Parameter 9 0.04 ± 2.62 -19.6449 22.45785 ±79.202 

Shape Parameter 10 -0.08 ± 2.55 -18.9686 18.91436 ±76.273 

Shape Parameter 11 0.005 ± 2.23 -11.5804 13.97083 ±74.669 

Shape Parameter 12 -0.04 ± 2.25 -19.5303 12.599 ±65.850 

Shape Parameter 13 -0.01 ± 2.14 -13.647 15.96725 ±61.310 

Shape Parameter 14 0.06 ± 2.12 -15.93 12.9922 ±59.214 

Shape Parameter 15 -0.004 ± 2.06 -15.1865 12.98679 ±51.602 
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Parameter Mean ± STD Min Max Parameter Range 

Shape Parameter 16 -0.03 ± 1.94 -10.0156 18.62456 ±52.835 

Shape Parameter 17 -0.04 ± 1.80 -14.8145 10.83103 ±48.695 

Shape Parameter 18 0.04 ± 1.79 -12.7798 11.84031 ±45.794 

Rotational Parameter X 0.0917 ± 0.1176 4.7539e-05 1.1159 ±5 

Rotational Parameter Y 0.1041 ± 0.1372 6.9484e-06 1.1209 ±5 

Rotational Parameter Z 0.2018 ± 0.2267 7.3751e-06 1.8530 ±20 

Scale Parameter 0.32 ± 0.31 3.7156e-04 2.50 ±17 

 

5.3.5.4 Evaluation of the 3D reconstruction accuracy of the Shape 

The average 3D reconstruction error across all vertices and all test shapes was 0.173 ± 0.159 

mm (mean ± standard deviation). The minimum and maximum reconstruction errors observed 

were 0.0001 mm and 2.80 mm, respectively. Figure 5.18 illustrates the histogram of 

reconstruction errors aggregated across all vertices and all test instances. 

 

Figure 5.18 Histogram of the point-to-point reconstruction error for the test set 

 

To qualitatively assess the reconstruction, Figure 5.19 shows an example test case, including 

the AP and LT radiographs, a comparison between the predicted and ground truth values for 
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the first three shape parameters, as well as the rotational and scaling parameters. The 3D 

visualization includes the mean mesh (black), the network-generated mesh (blue) after scaling 

and rotation, and the ground truth mesh (red). This case corresponds to an average 

reconstruction error of 0.075 mm, demonstrating the network’s precision in deforming the 

mean shape in a single forward pass. 

 

 

Figure 5.19 Input image of the case #122 from the test set, along with its reconstructed 
surface (in blue) using the predicted parameters, ground truth mesh (in red) and the mean 

mesh of the SSIM (in black). 

 

Additionally, Figure 5.21 shows distance map visualizations for the test samples with the 

highest and lowest reconstruction errors, having average vertex-wise errors of 1.149 mm and 

0.016 mm, respectively. 
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Figure 5.20 Distance map for the error reconstruction of the case #890 with the largest error 
and case #2890 with the smallest error in the test set 

 

5.3.6 Isolation of the Tibiofibular Joint skeletal structure in biplanar radiographs 

In this section, we present the training and testing results of two JE-Nets. They are trained 

independently from the other stages of the pipeline. 

 

5.3.6.1 Generated Dataset for Joint Extraction Networks 

The distribution of randomly selected rotational parameters is shown in Figure 5.21. 
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Figure 5.21 Distribution of the selected shape ID and rotational degrees around axes X, Y 
and Z for generating dataset for JE-Nets 

Sample training and testing images for both the AP and LT networks are presented in Figure 

5.22, Figure 5.23, Figure 5.24 and Figure 5.25. These samples illustrate the consistency of 

image quality and anatomical alignment across the foot and joint radiographs. 

 

Figure 5.22 Sample train data for JE-Net-LT 

 

Figure 5.23 Sample test data for JE-Net-LT 
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Figure 5.24 Sample train data for JE-Net-AP 

 

Figure 5.25 Sample test data for JE-Net-AP 

 

5.3.6.2 Hyperparameter Optimization 

Based on PSNR evaluation across all hyperparameter configurations, the following 

combination was found to yield the best performance for both JE-Net-AP and JE-Net-LT: 

- Learning rate: 0.001 

- Dropout rate: 0.3 

- Batch size: 8 

- Alpha: 0.9 

Figure 5.26 presents the PSNR heatmaps for JE-Net-AP, while Figure 5.27 shows the 

corresponding results for JE-Net-LT. These visualizations demonstrate how different 

hyperparameter combinations influenced performance, ultimately supporting the selected 
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configuration for final training. A detailed summary of all hyperparameter combinations tested 

for the AP and LT network optimization is provided in ANNEX II and ANNEX III. 

 

Figure 5.26 JE-Net-AP hyperparameter optimization heatmaps for alpha=0.9 

 

Figure 5.27 JE-Net-LT hyperparameter optimization heatmaps for alpha=0.9 
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5.3.6.3 Training, Validation and Testing the Joint Extraction Networks 

Figure 5.28 and Figure 5.29 illustrate the convergence plots for JE-Net-AP and JE-Net-LT, 

respectively, showing the evolution of training and validation loss across epochs. 

 

 

Figure 5.28 Loss convergence plot for JE-Net-AP 

 

 

Figure 5.29 Loss convergence plot for JE-Net-LT 

 

For JE-Net-AP, training concluded at epoch 93 due to lack of improvement in validation loss. 

The final training loss was 0.0035, while the validation loss reached 0.0061. The learning rate 

was reduced twice, halving each time, and reached a final value of 2.5 × 10⁻⁴. On the test set, 
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the model achieved a loss of 0.0048 and an average PSNR of 38.75. Figure 5.30 presents an 

example test image, the network’s output, and the corresponding ground truth. 

 

Figure 5.30 Sample test input image, the output of the JE-Net-AP and the ground truth 

 

For JE-Net-LT, training concluded at epoch 124, with a final training loss of 0.0054 and 

validation loss of 0.0058. The learning rate was reduced six times, reaching a final value of 

1.56 × 10⁻⁵. On the test set, the model achieved a loss of 0.0051 and a PSNR of 38.86. Figure 

5.31 displays the output of the LT network for a representative test sample, alongside the 

ground truth. 

 

 

Figure 5.31 Sample test input image, the output of the JE-Net-LT and the ground truth 

 

5.3.7 Establishing the 2D/3D Reconstruction Pipeline 

Figure 5.32 shows the distribution of the shape IDs used to generate the augmented dataset, 

along with the range of rotational degrees applied around the X, Y, and Z axes. 
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Figure 5.32 Distribution of the shape ID used to generate the evaluation dataset along with 
the used rotational degrees around axes X, Y and Z 

 

Table 5.3 presents the statistical summary of reconstruction errors across the three original CT 

cases and the 1,000 augmented instances. In addition, Figure 5.33 shows the histogram of the 

error distribution across vertices for the 1,000 test cases, illustrating the spatial spread of 

reconstruction accuracy across the dataset. 

 

Table 5.3 Reconstruction error statistics for Evaluation of the pipeline 

Parameter Mean ± STD (mm) Min (mm) Max (mm) 

Left-out instance 1 0.55 ± 0.34 0.00 2.14 

Left-out instance 2 0.64 ± 0.53 0.00 3.13 

Left-out instance 3 0.83 ± 0.51 0.00 2.76 

All Left-out instances 0.68 ± 0.49 0.00 3.13 

1,000 rotated instances 0.75 ± 0.56 0.00 4.79 
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Figure 5.33 Histogram of the point-to-surface reconstruction error for the reconstruction 
pipeline evaluation set 

5.3.8 Reproducibility Error on Selection of the Region of Interest 

Figure 5.34 presents the distribution of the noise values applied to both landmarks across the 

dataset. 

 

Figure 5.34 Histogram of the noise selection for the distal fibula and tibial plafond 
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The effect of ROI selection noise on 3D reconstruction performance was found to be minimal.  

 

Table 5.4 compares the reconstruction errors between the perfect and noisy ROI selection 

scenarios. On average, introducing noise resulted in a 0.04 mm increase in the reconstruction 

error, indicating strong robustness of the pipeline to ROI localization variation. 

Figure 5.35 shows the histogram of the vertex-wise reconstruction errors for all cases in the 

noisy ROI dataset.  

 

Table 5.4 Reconstruction error statistics for Evaluation of the pipeline with noisy ROI 

selection and the difference to the perfect ROI selection 
Parameter Mean ± STD (mm) Min (mm) Max (mm) Difference in Mean ± STD  

Left-out instance 1 0.58 ± 0.39 0.00 2.21 0.03 ± 0.05 

Left-out instance 2 0.67 ± 0.54 0.00 3.39 0.03 ± 0.01 

Left-out instance 3 0.93 ± 0.52 0.00 2.79 0.1 ± 0.01 

All Left-out 

instances 

0.72 ± 0.49 0.00 3.39 0.04 ± 0.00 

1,000 rotated 

instances 
0.79 ± 0.57 0.00 6.12 0.04 ± 0.01 
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Figure 5.35 Histogram of the point-to-surface reconstruction error for the reconstruction 
pipeline evaluation set having noisy ROI selection 

5.3.9 Syndesmosis Clinical Parameters calculation on reconstructed 3D model 

Table 5.5 presents the comparison between the clinical parameters extracted from the 

reconstructed meshes and the corresponding ground truth values provided by the two expert 

observers. The table also reports the variability between experts, the absolute difference 

between the automatic and reference values, and the relative error percentage for each 

parameter. This combined presentation highlights both the reliability of expert-derived ground 

truth and the accuracy of the automatic pipeline. 

Across most linear parameters (A, B, C, D, E, and F), the relative error remained below 20%, 

with several values, some showing errors close to or below 15%. These results indicate that 

the automatic reconstruction preserved the relative proportions of the tibiofibular joint with 

high fidelity. The ratio D/E exhibited higher error levels (~55%), reflecting the sensitivity of 

ratio-based metrics to small variations in absolute distances. Similarly, the angular 

measurements displayed larger variability. Angle1 showed a wide error distribution, strongly 

influenced by interobserver variability, while Angle2 demonstrated more stable estimates, with 

an error magnitude similar to that observed between the expert measurements. 
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In conclusion, the results demonstrate that the proposed reconstruction pipeline is capable of 

preserving clinically significant anatomical features with acceptable accuracy. For most 

parameters, the error remained within a range that is consistent with clinical relevance, 

typically less than 20%, while highlighting specific cases where angular or ratio-based 

measures are more affected by reconstruction variability. 

 

Table 5.5 Clinical parameters measurement error of three evaluation cases 
Parameter Interobserver 

Variability  

(mean ± SD) 

Experts’ 

relative 

variability 

(%) 

(mean ± SD) 

Reference  

(mean ± SD) 

Auto vs. 

Reference  

(mean ± SD) 

Relative error 

(%) 

(mean ± SD) 

A (mm) 0.900 ± 0.624 27.83 ± 24.62 3.883 ± 1.333 0.649 ± 0.465 16.73 ± 13.45 

B (mm) 0.867 ± 1.069 10.40 ± 11.43 7.800 ± 2.035 1.076 ± 1.113 17.54 ± 21.78 

A/B 0.086 ± 0.025 19.28 ± 12.04 0.511 ± 0.167 0.059 ± 0.016 12.41 ± 4.69 

B – A (mm) 0.500 ± 0.100 14.66 ± 5.66 3.917 ± 1.994 0.930 ± 0.322 30.73 ± 25.36 

C (mm) 0.600 ± 0.624 23.29 ± 26.44 3.067 ± 0.785 0.437 ± 0.312 13.98 ± 9.16 

D (mm) 0.500 ± 0.500 4.78 ± 4.41 10.78 ± 1.693 1.545 ± 0.931 15.50 ± 11.91 

E(mm) 1.367 ± 0.306 19.54 ± 2.58 6.950 ± 0.794 1.268 ± 0.956 18.49 ± 13.54 

D/E 1.867 ± 0.379 49.82 ± 10.18 3.833 ± 0.900 2.171 ± 0.770 55.45 ± 8.98 

F (mm) 0.433 ± 0.404 16.93 ± 17.20 2.783 ± 0.621 0.419 ± 0.470 17.05 ± 19.34 

Angle1 (°) 2.883 ± 2.232 35.56 ± 62.98 1.175 ± 8.213 6.164 ± 2.559 280.5 ± 476.46 

Angle2 (°) 4.380 ± 2.867 94.38 ± 60.69 4.627 ± 0.125 4.676 ± 1.017 101.11 ± 22.18 

 

 





 

CHAPITRE 6 
 
 

DISCUSSION 

6.1 Overview 

This chapter provides an in-depth discussion of the findings presented in Chapter 5, analyzing 

the effectiveness of the proposed methodology for 3D reconstruction of the tibiofibular joint 

from biplanar radiographs and calculating the syndesmosis clinical parameters. The 

implications of the experimental results are examined in the context of medical imaging and 

clinical applications. Additionally, we discuss the strengths and limitations of the proposed 

approach and highlight potential areas for future research and improvement. 

 

6.2 Key Findings 

6.2.1 Dataset, Segmentation and Meshing performance 

Although the model and the dataset for JE-Nets built on fifty cases demonstrated strong 

performance based on quantitative metrics, increasing the number of instances could enhance 

the generalization of the pipeline to unseen cases. In addition, the number of cases available 

for pipeline evaluation was limited. While we were able to generate numerous instances with 

varying rigid transformations, the dataset lacked sufficient representation of non-rigid 

transformations. This limitation restricts the model’s ability to generalize to cases involving 

anatomical variations or deformities. Future work should focus on incorporating a broader 

range of non-rigid transformations to improve the robustness and adaptability of the 

reconstruction pipeline.  

The segmentation process was not quantitatively evaluated due to the lack of ground truth data; 

instead, a qualitative assessment was performed on three randomly selected cases. Given the 

constraints in ground truth availability, this was the most feasible approach, and the evaluation 

conducted by an expert provided valuable insights into segmentation quality. 
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The meshing process preserves the CT mask details at its finest resolution. However, 

simplifying the mesh introduces some level of error in 3D space between the dense and 

simplified versions. This trade-off must be carefully considered, as denser meshes increase the 

computational load throughout the entire pipeline, including instance generation, volume 

creation, and reconstruction error calculation. In this study, we found that the error introduced 

by mesh simplification remained within an acceptable range while significantly improving 

computational efficiency. 

The matching process also plays a critical role in the reconstruction pipeline. Since ground 

truth data for matching was not available, and manually annotating correspondences across the 

dataset would have been an extremely time- and labor-intensive task, an indirect evaluation 

approach was adopted, where the quality of the resulting statistical shape model served as an 

indicator of matching accuracy. The consistency of the generated models suggests that the 

matching process was effective. 

 

6.2.2 Statistical Shape and Intensity Model 

The SSIM was designed to capture the natural variability in tibiofibular joint anatomy. Due to 

the presence of multiple overlapping anatomical structures in ankle radiographs, incorporating 

prior knowledge that encodes the variability of the shape of interest improved the 

reconstruction process by providing a structural guide. Additionally, modeling the multi-object 

tibiofibular joint through concatenation avoids the complexity of articulated or parametric 

models, which require explicit geometric modeling of joint kinematics, while still preserving 

the spatial relationships between the tibia and fibula. The accuracy of the calculated 

syndesmosis clinical parameters ‘a’, ‘b’, and ‘c’, which represent inter-bone distances, serves 

as a validation of the model’s ability to encode joint relationships effectively. Furthermore, 

using simple intensity information reduces computational overhead during volume 

reconstruction, a trade-off that is compensated by integrating JE-Net to comply with the simple 

intensity modeling. 

The evaluation metrics confirm that the model effectively captures the underlying shape 

variability, exhibiting strong performance across all key criteria: compactness (Figure 5.8), 
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generalization (Figure 5.9), specificity (Figure 5.10), and accuracy (Figure 5.11). Using the 

first 18 modes of variation, the model retains 90% of the total shape variance, demonstrating 

high compactness. The generalization error is approximately 0.8 mm, while the specificity and 

accuracy errors are 1.4 mm and 0.5 mm, respectively, all within acceptable ranges reported in 

the literature for anatomical modeling. However, expanding the training dataset could further 

improve its adaptability, allowing it to better accommodate unseen anatomical variations. 

Modeling intensity in a more detailed manner, such as using tetrahedral meshing within the 

volume, would enhance the model's realism by providing a more anatomically accurate 

representation of internal bone density. However, this approach introduces significant 

challenges, including the complexity of matching tetrahedral elements across datasets and the 

increased computational overhead associated with processing the model. Some repeating steps 

in the pipeline, such as generating new instances and creating volumes out of that would 

become more computationally intensive with a richer intensity model. 

To balance accuracy and efficiency, we opted for a simplified approach, using a single intensity 

value to represent bone density while compensating for lost information through pixel altering 

process by JE-Nets. These networks adjusted pixel intensities in the AP and LT images to 

better reflect the model projections, ensuring that it maintained its effectiveness while keeping 

computational demands manageable. This trade-off allowed for efficient processing while still 

preserving the information needed for the registration process. 

 

6.2.3 2D/3D Registration Network 

This work integrates a deep learning architecture capable of reconstructing the model in a 

single forward pass, thereby eliminating the need for iterative optimization and effectively 

addressing the local minima issues commonly associated with traditional optimization-based 

methods.  

The registration network exhibited reliable alignment between the 3D model and the input 

radiographs, with point-to-point reconstruction accuracy averaging 0.173 mm. This level of 

accuracy is sufficient for clinical applications, as the inter-bone distances in the tibiofibular 

joint exceed 1 mm. However, we have to consider that an average error of 0.22 mm due to 
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mesh simplification is present between the model and the dense meshes, representing the CT 

masks. Still, we have lower reconstruction accuracy than 1 mm.  

This network leverages the advantage of directly reconstructing a mesh rather than a 

volumetric representation (Kasten et al., 2020), thereby facilitating the calculation of clinical 

parameters on the resulting 3D model and eliminating the additional step of anatomical 

landmark identification on a reconstructed volume. In addition, incorporating the SSIM 

enhances the generalizability of the reconstruction process by explicitly modeling shape 

variability within the pipeline. In contrast, learning such variability directly from volumetric 

data (Kasten et al., 2020), requires a large number of CT scans that is often limited or 

unavailable in clinical practice. To the best of our knowledge, no prior study has estimated 

shape parameters directly from radiographs, making this the first work to do so 

(Hashemibakhtiar et al., 2024). However, direct comparison with existing literature is limited, 

as previous studies typically reconstruct models from complete radiographs that include 

additional anatomical structures and soft tissues, which differ from the isolated joint-focused 

radiographs used in our approach. 

Similar to the JE-Nets, the hyperparameter optimization process was incorporated to identify 

the optimal combination of parameters for the registration network. By systematically testing 

different configurations, this approach aimed to enhance the network’s performance and 

stability. Through a controlled search strategy, we ensured that the registration network 

achieved the best possible accuracy while maintaining computational efficiency. 

 

6.2.4 Joint Extraction Networks 

The JE-Nets successfully extracted the tibiofibular joint from ankle biplanar radiographs, with 

evaluation metrics such as PSNR and loss values between the output and the ground truth, 

indicating stable convergence. This demonstrates the effectiveness of the network in accurately 

extracting the joint structures from radiographic images, while modifying the intensity values 

of the pixel to reflect the information stored in the SSIM. 

Since the training dataset was generated using segmented CT volumes, it was limited to fifty 

distinct cases, each representing different non-rigid variations of the tibiofibular joint. To 
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compensate for this limitation, dataset augmentation was performed by introducing rotational 

variations of the volumes. However, while this approach increased the dataset size, it did not 

fully capture the diversity of real-world anatomical variations. Expanding the dataset with 

additional cases, would improve the generalization capability of the model and enhance its 

robustness for clinical applications. 

The hyperparameter optimization process using grid search is computationally intensive but 

allows for a thorough exploration of different hyperparameter combinations. By systematically 

testing multiple configurations, this approach helps identify the optimal settings for improved 

model performance. 

To manage the high computational cost associated with a large number of hyperparameter 

combinations, we addressed this challenge by reducing the dataset size and limiting the number 

of training epochs. This strategy enabled a more efficient search process while still providing 

meaningful insights into the impact of different hyperparameter choices.  

 

 

6.2.5 Evaluation of the Integrated Reconstruction Pipeline 

After training all the networks, a complete pipeline was established, integrating these 

components to process AP and LT radiographs of the ankle and reconstruct a 3D model of the 

tibiofibular joint. Given that the test cases were previously unseen by all networks, we 

anticipated an increase in reconstruction error compared to the individual 2D/3D registration 

network. Additionally, the non-perfect outputs of the JE-Nets were expected to slightly impact 

reconstruction accuracy. 

The pipeline was evaluated three left-out cases and 1,000 instances augmented from the three 

instances to assess the rotational robustness of the pipeline. Having only three distinct CT scans 

limited the variability in bone shapes, while we may assess the rotational robustness of the 

pipeline. Increasing the number of distinct CT cases in the dataset would further enhance the 

generalizability of the evaluation. 

Despite these constraints, the pipeline achieved an average reconstruction error of 0.68 mm, 

which is less than 1 mm, demonstrating enough accuracy for the tibiofibular joint 3D 
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reconstruction. The rotational robustness test confirmed that pipeline can handle different 

poses of the joint as the average reconstruction accuracy increased only for 0.07 mm. The 

impact of selection of the ROI on reconstruction accuracy was found to be minimal, 

introducing only an additional 0.04 mm of average error. This result highlights the pipeline’s 

resilience, maintaining reliable reconstruction performance even under imperfect ROI 

selection conditions. Table 6.1 shows the quantitative comparison of reconstruction accuracy 

to other works in the literature. 

 

Table 6.1 Comparison of reconstruction accuracy with recent works in the literature 

Method Organ Error (mm) 

Kasten et al. (Kasten et al., 2020) leg bones 1.29 ± 0.28 

Chênes et al. (Chênes & Schmid, 2021) femur 1.02 ± 0.89 

Aubert et al. (B. Aubert et al., 2019) spine, vertebra 2 ± 1.4 

Tchinde Fotsin et al. (Tchinde Fotsin et al., 2019) knee 0.8 ± 0.3 

Houtte et al. (Van Houtte, Audenaert, Zheng, & 

Sijbers, 2022) 
femur 1.29 ± 0.21 

Roth et al. (Arn Roth et al., 2024) proximal tibia 1.42 ± 0.56 

Pan et al. (Pan et al., 2023) tibia and fibula 1.16 ± 0.12 

Ours ankle (DTF) 0.68 ± 0.49 

 

 

6.2.6 Clinical Parameter Estimation 

The reconstructed 3D models in the evaluation set were used to compute syndesmosis clinical 

parameters, which were then compared against ground truth values annotated by expert 

physicians. As shown in Table 5.5, the proposed approach was able to reproduce clinically 

relevant parameters with acceptable accuracy, with most linear measures exhibiting relative 

errors below 20%. This level of accuracy indicates that the reconstruction pipeline is 

sufficiently robust to preserve anatomical relationships that are critical for syndesmosis 
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assessment, supporting its potential as a complementary tool to traditional CT-based 

evaluations. 

Among the assessed parameters, Angle 1 exhibited the highest variability. This outcome can 

be attributed to the sensitivity of angular definitions to minor vertex displacements during 

reconstruction, where even small shifts in landmark positions lead to large differences in 

angular values. By contrast, Angle 2 demonstrated greater robustness. Because it is defined 

using eight vertices to establish the reference lines, the redundancy reduces sensitivity to local 

variations and yields error levels comparable to those observed between expert observers. This 

suggests that angular parameters can be used in reconstruction-based assessments, but their 

reliability depends strongly on the geometric definitions employed. 

Importantly, the parameters most relevant to clinical diagnosis, A, B, and C, were reproduced 

with an accuracy that falls within clinically acceptable ranges. Maintaining reliability in these 

key indicators is essential for the method’s applicability in real-world syndesmosis evaluations. 

While some ratio-based and angular parameters showed higher errors, their contribution is 

secondary compared to the primary measurements of tibiofibular spacing and alignment. 

One limitation of the present study is that the dataset consisted exclusively of non-pathological 

cases. As a result, the reported accuracy may not directly translate to pathological conditions 

where bone alignment is altered. Future work should therefore extend validation to both 

pathological and non-pathological cohorts, ideally using CT scans obtained in standardized 

foot positions. Such inclusion would enhance the robustness and clinical relevance of the 

pipeline, ensuring that it can support comprehensive assessments of syndesmosis stability in 

diverse patient populations. 

 

6.3 Strengths of the Proposed Methodology 

We outline the following strength of the proposed methodology. 

- High Accuracy and Robustness: The deep learning-based registration network 

effectively integrates rich shape information in the SSIM with one-shot learning 

approaches, enabling highly accurate 2D/3D reconstruction. By leveraging deep 

learning techniques, the model optimizes both shape and pose parameters, ensuring a 
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reliable and precise reconstruction process. In comparison to the recent works in 3D 

reconstruction from biplanar images (Table 6.1), our method has lowest reconstruction 

error. 

- Extendable to other Anatomical Structures: Since the model is based on triangular 

meshes and is not specifically limited to the tibiofibular joint, the registration approach 

can be adapted for other anatomical structures. This is particularly beneficial for 

regions with tightly connected shapes, where the reconstruction error remains low, 

achieving an accuracy of approximately 0.68 mm. The JE-Nets are also not limited to 

the ankle joint and can be applied to extract other anatomical structures from medical 

images, making it a flexible and adaptable tool for various applications. 

- Automation and Efficiency: The integration of AI-driven techniques significantly 

reduces manual intervention, minimizing processing time and potential errors. 

Although data augmentation and network training require considerable time, these 

steps are performed only once, making the operational phase highly efficient and 

streamlined. Choosing a simplified intensity representation reduces the model's 

complexity and processing time, while differences between the model’s projection and 

the joint’s radiograph are handled through the intensity-altering capabilities of JE-Nets. 

- Clinical Applicability: The accuracy of clinical parameter estimation suggests that the 

method operates with less than 10% error and could be integrated into medical 

workflows for non-invasive syndesmosis assessment. 

 

6.4 Limitations and Areas of Improvement 

The primary limitation of this study is the dataset, which consists of only 53 cases, all of which 

are non-pathological syndesmosis cases. Additionally, some cases in the dataset were acquired 

with the foot in dorsiflexion, which, although a minor factor, could slightly alter the relative 

positioning of the tibia and fibula. Since pathological cases are not represented, the network 

has not learned the variations associated with injured syndesmosis, which may lead to 

challenges in reconstructing such cases. Expanding the dataset to include more CT scans, 
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preferably acquired with the foot in a neutral position and ideally under weight-bearing 

conditions, would significantly enhance the pipeline’s generalizability. 

Another limitation is the lack of dataset annotations for segmentation, meshing, and matching 

processes. The absence of ground truth data at various stages required us to rely on qualitative 

evaluations instead of more robust quantitative metrics. This could be improved by having 

expert annotations for segmentation and landmark detection in a subset of cases, enabling a 

more precise quantitative assessment of segmentation and matching accuracy. 

The limited number of cases has also affected the generalization capability of all trained 

networks. Increasing the dataset size would improve the training process and enable the 

networks to better handle anatomical variations. 

For the assessment of clinical parameters, additional evaluations by multiple experts would 

provide a better understanding of the reproducibility error, further validating the reliability of 

the proposed method. 

Another limitation is the age diversity of the dataset, as it consists exclusively of adult cases. 

The networks have not been trained on pediatric cases, but the method can be extended to 

younger patients by incorporating additional CT scans of children. 

Currently, ROI selection in the AP radiograph is performed by manually localizing two 

landmarks: the distal tibia and the tibial plafond. Automating this process would reduce the 

reproducibility error and enable a fully automated workflow, enhancing the efficiency of the 

pipeline. 

As noted in the clinical parameter evaluation results, the method may not be fully reliable for 

parameter Angle 1, as small variations in vertex positioning can lead to large deviations in 

angle measurements. However, the primary syndesmosis assessment parameters (A, B, and C) 

were computed with high accuracy. 

A technical limitation is to localize the ankle in lateral radiographs, where both ankles are 

superimposed when a patient stands in the anteroposterior position. To address this, a 45-

degree rotation of patient could be introduced to ensure that only one ankle is visible in both 

AP and LT images. Implementing this adjustment would require modifying the model and 

volume rotations accordingly and retraining the networks with the newly generated data. 
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Finally, to obtain statistically valid results for the pipeline, multiple rounds of randomly 

selecting three cases to be left-out were required. In each iteration, the SSIM is built using the 

remaining fifty cases, datasets for registration and JE-Nets are generated, the networks are 

retrained, an evaluation set is created from the three left-out cases, and the entire pipeline is 

assessed. Repeating this process multiple times would allow for a more generalized assessment 

of reconstruction accuracy. 

However, due to the significant computational time required which is approximately two 

months per full iteration, it was not feasible to apply this approach within the scope of this 

study. Future work could explore efficient optimization techniques or leverage higher 

computational resources to make such an extensive evaluation process more practical. 

By addressing these limitations through dataset expansion, annotation improvements, 

automation, and methodological refinements, the proposed pipeline can be further optimized 

for broader clinical applications.



 

CONCLUSION 

 

This thesis presented a novel methodology for reconstructing a personalized 3D model of the 

tibiofibular joint using biplanar radiographs. A key takeaway from this study is the feasibility 

of combining the Statistical Shape and Intensity Model (SSIM) and deep learning-based 

techniques for accurate 3D reconstruction of the tibiofibular joint. The methodology 

demonstrated a high level of accuracy in reconstructing joint structures, with an average 

reconstruction error of 0.68 mm, which is sufficient for many clinical applications. The 

methodology was systematically validated through a series of experiments, demonstrating its 

potential for clinical applications, particularly in the assessment of syndesmosis injuries. 

The key contributions of this research include: 

- The integration of a Statistical Shape and Intensity Model using a deep learning A 

robust registration network that aligns the reconstructed model with input radiographs 

in a one-shot process, ensuring accurate shape and pose parameters estimation and 

automatic syndesmosis clinical parameter extraction from the reconstructed model. 

- A deep learning-based denoising framework capable of accurately isolate the 

tibiofibular joint within radiographs. 

- The development of an AI-driven 2D/3D reconstruction pipeline that achieves an 

average reconstruction error of 0.68 mm, which is clinically acceptable for syndesmosis 

assessment. 

Experimental results validated the feasibility of the proposed approach, confirming its 

accuracy, robustness, and applicability in real-world clinical scenarios. Furthermore, 

robustness of the methodology was further validated by analyzing its performance under a non-

perfect selection of the ROI in the ankle AP radiograph. The results showed that the system 

maintained an acceptable level of accuracy even when the ROI selection was suboptimal, 

indicating the resilience of the approach to minor input variations. This feature is crucial for 

real-world clinical applications, where variability in image acquisition and manual selection 

errors is inevitable. 
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Furthermore, the automatic calculation of syndesmosis clinical parameters confirmed that the 

calculated parameters on the reconstructed model aligns well with expert-annotated ground 

truth values, making them a viable alternative to traditional CT-based syndesmosis 

assessments 

Despite these strengths, the study also identified some limitations. The primary constraint is 

the dataset size and diversity, which affects the generalization capability of the trained 

networks. Increasing the dataset to include a more diverse range of anatomical variations, 

including pathological cases, would enhance the robustness and applicability of the model. 

Additionally, automating the ROI selection process would reduce the dependency on manual 

intervention, further improving the reproducibility of results. 

Another important consideration is the computational cost associated with training and 

evaluating the deep learning models. While the proposed pipeline integrates various machine 

learning components effectively, the dataset augmentation process remains computationally 

intensive. Optimizing the methods to generate the data could help reduce processing time and 

improve scalability. 

In conclusion, this study presents a novel and promising methodology for 3D reconstruction 

of the tibiofibular joint from 2D biplanar radiographs of ankle. The results validate the 

effectiveness of the approach and demonstrate its potential for clinical applications, 

particularly in the assessment of syndesmosis injuries. By addressing the identified limitations 

and expanding the dataset, future work can further generalize the method, paving the way for 

its integration into clinical workflows. 
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RECOMMENDATIONS 

 

Based on the limitations identified in this study, the following recommendations are proposed 

for future research: 

- Dataset Expansion: Increasing the number of both pathological and non-pathological 

CT cases to enhance model generalizability. Ideally, these scans should be acquired in 

a neutral foot position and under weight-bearing conditions to better reflect real-world 

clinical scenarios. 

- Automated ROI Selection: Developing an automated approach for selecting the region 

of interest (ROI) in radiographs to minimize manual intervention and improve the 

reproducibility of the reconstruction pipeline. 

- Comprehensive Pipeline Evaluation: Repeating the training and evaluation process 

multiple times with different datasets and conditions to establish a statistically validated 

reconstruction accuracy, leading to a more generalized assessment of the pipeline’s 

performance. 

- Computational Efficiency: Optimizing the data generation and augmentation methods 

to reduce processing time and improve scalability, making the methodology more 

suitable for real-time clinical applications. 

 

 





 

ANNEX I 
 
 

Complete CT scan Segmentation for One Random Case 

Following is the slice-by-slice segmentation for one CT-Scan case, the tibia (in red), fibula (in 

blue) and foot (in yellow) in consecutive slices. First, tibia disappears, and then, gradually 

fibula disappears up to a point that only the foot is remaining. 
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Figure-A I-1: Slice-by-slice segmentation for a CT-Scan sample, slice 1 to 44 
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Figure-A I-2: Slice-by-slice segmentation for a CT-Scan sample, slice 71 to 94 
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Figure-A I-3: Slice-by-slice segmentation for a CT-Scan sample, slice 86 to 109 



 

ANNEX II 
 
 

Hyperparameter Optimization Grid Search Heatmaps for JE-Net-AP 

In this section you find all the heatmaps for the grid search, applied to optimize the hyperparameters of 

the JE-Net-AP. 

 

Figure-A II-1: Hyperparameter optimization grid search for JE-Net-AP, Alpha=0.7 

 

Figure-A II-2: Hyperparameter optimization grid search for JE-Net-AP, Alpha=0.8 
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Figure-A II-3: Hyperparameter optimization grid search for JE-Net-AP, Alpha=0.9 

 

 

Figure-A II-4: Hyperparameter optimization grid search for JE-Net-AP, Alpha=0.95



 

ANNEX III 
 
 

Hyperparameter Optimization Grid Search Heatmaps for JE-Net-LT 

In this section you find all the heatmaps for the grid search, applied to optimize the hyperparameters of 

the JE-Net-LT. 

 

Figure-A III-1: Hyperparameter optimization grid search for JE-Net-LT, Alpha=0.7 

 

Figure-A III-2: Hyperparameter optimization grid search for JE-Net-LT, Alpha=0.8 
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Figure-A III-3: Hyperparameter optimization grid search for JE-Net-LT, Alpha=0.9 

 

Figure-A III-4: Hyperparameter optimization grid search for JE-Net-LT, Alpha=0.95 
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